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Abstract
Designing realistic tridimensional facial models is a challenging task, not only
due to the effort and artistic abilities required but also because human visual per-
ception is very tuned to the processing of facial features. For this reason, rather
than creating face models from scratch, artists usually start from a scanned
model of a real person. In this work, we present a novel method for blending
human faces in order to create a new one. In a nutshell, our proposal uses Lapla-
cian smoothing to segregate layers of details from one or more faces, which are
then integrated into a base face with the help of an interactive and visual edi-
tor. In particular, our method supports blending multiple faces and multiple
sub-regions in those faces. Since our approach is intuitive and relatively easy
to implement, it can be integrated into artistic pipelines aiming at designing
human face models from preexisting ones.
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1 INTRODUCTION

Throughout generations, we humans have been developing as a society through interaction with our peers. This interac-
tion exposed us to countless different faces and their nuances. This, in turn, shaped our brains to become highly trained
instruments for facial recognition, capable of detecting even minute imperfections. This advanced skill of our brains,
however, makes creating believable digital faces a challenge.

Methods for creating digital models of human faces are in high demand, and have been extensively researched and
improved over the years. The film and gaming industries,1,2 for example, have played a leading role in this field. Notwith-
standing the advances in scanning technologies and digital sculpting tools, it still takes a considerable amount of time and
effort to develop a high-quality digital face. Here, we aim to contribute to this field by proposing an approach to generate
new three-dimensional (3D) face models from preexisting ones. Our goal is to provide a simple, practical, and intuitive
system to blend facial details, thus allowing the creation of alternative models in a well-controlled way. We have worked
closely with professional artists and considered carefully how their modeling pipeline could best benefit from our method.

We specifically target background or secondary characters, and not main characters. In other words, we focus on
techniques for creating faces quickly, with controllable variability and believable appearance. Hence, a system comprising
only a few sliders to weight the blended features is ideal, as secondary characters rarely merit the time to tune all the
minor details. For major characters, control of all aspects of the face would be preferable rather than a semi-automated
system that can provide a believable 3D model in a short amount of time.
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F I G U R E 1 Overview of the whole process. The face models are smoothed by a Laplacian filter to separate low (smoothed) and high
frequencies (displacement vectors). A target face is selected from the smoothed set and a weighted combination of displacement vectors is
applied to generate new details for the output model

Briefly, the fundamental idea of our approach is to transfer the details from one face to another. We achieve this by
smoothing the faces to separate the coarse and fine details, followed by a transfer of these details to a coarse mesh model
taken from another face. Besides, we have developed an interactive system to test and validate our approach. This tool
allows creating a new face in real-time by combining details over the entire model or mixing distinct features in smaller
segmented areas. Figure 1 depicts the process workflow while Figure 2 shows one of our results using only two face
models. Our work has the following main contributions:

• Seamlessly transfer details between two or more face models.
• Intuitive and simple parameters to control the detail transfer using a two-dimensional (2D) interface.
• Simple and efficient implementation that allows to blend multiple high-resolution faces in real-time.
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F I G U R E 2 Result of blending two faces. The model on the left provides the details (source), the one on the right the base anatomy
(target), and the result is shown in the middle. The textures are for illustration purposes only, our method only deals with geometric blending

We organize this article in the following way: Section 2 describes related works; in Sections 3 and 4, we describe the
acquisition pipeline to digitize faces and discuss mesh smoothing methods, respectively; in Section 5, we explain our
proposed method followed by a description of our implementation in Section 6; in Section 7, we discuss our results and
compare our results to previous work; and, finally, in Sections 8 and 9, we discuss limitations and conclude the work.

2 RELATED WORK

2.1 Blendshapes

Blendshapes are one of the most used approaches for facial animation and deformation. This method generates new face
models by linearly combining facial expressions or deformations.3

Although there are several others alternatives, such as methods based on principal component analysis,4,5 physically
based modeling,6,7 motion capture driven meshes,8,9 and interpolation of an abstract pose,10,11 Blendshapes are still pop-
ular due to its simplicity and ease of understanding. Even in cases when more sophisticated techniques are applied,
Blendshapes are frequently used as a base layer over which nonlinear or physically based deformations are performed.

Two important advantages of Blendshapes are that the weights have intuitive semantics since they represent the influ-
ence of each facial expression, and that it is easy to avoid undesired deformations. Our approach has similar goals and
targets a method to easily and intuitively generate new faces from a given input set.

2.2 Facial scanning

Even when using a conceptually simple framework such as Blendshapes, creating a face from scratch is a labor inten-
sive effort. For this reason, photogrammetry has become a useful tool in facial modeling. There is a vast literature on
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facial reconstruction from images, but here we focus on methods geared for high-quality results. Fyffe et al.12 present
a facial capture technique that combines the benefits of single-shot and multi-shot techniques by introducing a slight
delay between the cameras in order to capture several lighting conditions while considering the subject static. Tian et al.13

present a method for accurately reconstructing faces using multiple viewpoints and shape priors. Fyffe et al.14 describe
a video based facial capture which deforms a common template model to match multi-view input images of the subject.
Zhu et al.15 propose a robust method using a multi-feature framework which includes SIFT features,16 pixel intensity,
and contours. Lin et al.17 propose a method for visual sensor networks where the amount of required facial feature points
is significantly reduced using self-adaptive morphable models. Dai et al.18 propose a coarse-to-fine multi-view 3D face
reconstruction method by taking advantage of the complementarity between facial feature points and occluding contours.

2.3 Facial detail transfer

Transferring details from a source to a target shape is a well-studied problem for general digital 3D models. Sorkine et al.19

show how details can be extracted from a single model via local vertex displacements. Sumner and Popović20 describe
a way to encode details and relate them to a reference pose. Although these methods were not particularly designed for
facial details, they can be customized for this purpose.

Shin et al.21 propose a method to extract and transfer expression wrinkles from a high resolution example face model
to a target model in order to enhance the realism of facial animations. The detail maps contain the surface normal pertur-
bations that are used to design expression wrinkles. In a different scenario, Romeiro et al.22 propose a way to reconstruct
faces from skulls for forensic purposes. They use a face template deformation and detail transfer to semi-automatically
reconstruct the soft tissue structures.

Aiming at providing an intuitive way to blend detail between faces, Ma et al.23 proposed a facial composite editor. It
is an interactive editing system that, starting from a small number of given face models, allows digital modelers to create
new Blendshape face models for primary or background characters. To avoid the limitations inherent to linear blending,
they propose an approach similar to forensic software, in which face features (eyes, nose, mouth, etc.) from different
individuals are assembled to create a composite likeness.

Booth et al.24 present an automated pipeline to construct 3D morphable models from thousands of distinct facial iden-
tities. First, they establish dense correspondence using UV based interpolation methods. Then, they propose an approach
for 3D landmark localization followed by dense correspondence estimation. Finally, they detect and exclude the cases of
failures of dense correspondence and use PCA to construct the deformation basis. For a more extensive reading on 3D
morphable models, please refer to the survey from Egger et al..25

Ploumpis et al.26 propose methodology to fuse large-scale statistical model of the human head in terms of ethnicity, age
and gender using both, a regression method based on latent shape parameters and a covariance combination approach.
They utilize the combined models to perform full head reconstruction from unconstrained single images. Their approach
builds new morphable models from meshes with different topology and that only partly overlap.

Guo et al.27 presented a method to reconstruct face geometry and appearance from sequence of images. Albeit having
a different goal since they do not generate new faces, they do employ a two scale process to recover the geometry where,
in a similar manner to our work, the fine scale represents the geometric details in a displacement map.

More recently, Li et al.28 presented a framework to generate face models from scan data. They base their method on
a learning approach, training over an augmented dataset from 178 scanned faces. Their model combines anatomical and
physically based face attributes to generate the new digitized faces at fine geometrical resolution.

The main difference from our proposed method in regards to the works above, is that we aim at providing a more
handcrafted way to generate new faces while being intuitive and providing control. In fact, the inspiration for our method
comes from the content generation pipeline from an artistic point-of-view, and the necessity to generate new models in a
small amount of time. Moreover, since we do not need training data our method works with as few as two faces.

The approach proposed by Yoon et al.29 is one of the most similar to ours. Starting from existing dense face models,
they parameterize the 3D meshes onto a 2D unit domain. Then, they build a hierarchical representation of the face using
a technique based on uniform cubic B-splines.30 This generates a multi-scale representation where the first level is a very
coarse and smooth approximation of the face. Using higher resolution grids, they repeatedly refit the errors and, thus,
create increasingly better approximation surfaces. These surfaces are used to build a multiscale face model. They observe
that if no self-intersection occurs, the original face model can be reconstructed by displacing the surface along its normal
direction. The vector displacement is again approximated by a multilevel B-spline function. Finally they define a set of
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F I G U R E 3 The template mesh warped to an input head model. A low-resolution template is shown for illustrative purposes

multiscale continuous displacement maps, to store the level of details to be transferred between faces. We provide further
comparison with the method from Yoon et al. in Section 7 since both works have similar goals.

3 ACQUISITION PIPELINE

Although a digital artist can sculpt a human face from scratch, this process is more time-consuming than digital scanning
methodologies. Here we describe the acquisition pipeline that was used to create the database of 3D human face models
used in this work.

The photogrammetry rig is composed of 20 Canon EOS T5i cameras distributed in a circular manner around the
subject. To align the photos and produce an initial raw version of the 3D facial model, we have used the commercial
software Agisoft Photoscan.31 In ideal conditions there are no alignment issues. However, in practice, areas with high
specularity, like eyes and hair, frequently result in a poor and noisy mesh. Thus, a cleanup step is usually required to
remove or adjust undesirable features. Since we work closely with professional artists, they were responsible for this step
and prepared the final meshes using software such as Zbrush.32

The resolution and topology at this stage are arbitrary, thus the final step is to deform a template mesh to fit the
digitized face. This is crucial in the production pipeline as, during other stages such as texturing and animation, artists
can reuse effort between multiple models. Therefore, the topology for the mesh was designed considering subsequent
work on animation and facial deformation. The initial template mesh is composed by quads and has 1.2 million vertices
and we use a commercial software R3DS Wrap 3.333 to fit the template to any given input facial mesh. R3DS employs a
two-step procedure, where, namely a rigid transformation followed by a nonrigid warping. Figure 3 shows an example of
a head mesh being warped to fit the target head mesh.

Even though the acquisition pipeline is not the focus of this work and it could be improved in many ways, we found
that it would be appropriate to describe it in order to place our work in the context of a professional content production
pipeline. It also serves as further motivation for our work, since even with a semi-automatic pipeline, a lot of artistic
intervention is still necessary to create each face. If each face is only used for a single character, the amount of time to
generate many background characters may be prohibitively high in many cases. However, if each face can be used in the
creation of many new faces in an efficient way, our method may have a significant impact on the creation pipeline without
compromising the quality of the models.

4 MESH SMOOTHING

We call mesh smoothing the process of changing vertex positions in a mesh in order to improve the mesh accord-
ing to some given criterion. It may be useful to improve mesh quality,34 remove noise,35 or to change its topology.36

Mesh smoothing methods can be classified as optimization-based,37,38 geometry-based,39,40 physics-based,41 and some
combination thereof.42,43
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F I G U R E 4 Four levels of smoothing for a mesh with approximately 1.2 million vertices. From the left to right, the original model is
followed by smoothed meshes using 500, 2500, 5000, and 10,000 iterations, respectively

Due to its simplicity and speed, Laplacian smoothing can be considered one of the most popular smoothing methods.34

It can be derived from a finite difference approximation of the Laplace operator.44 Vartziotis et al.40 discuss the efficiency
and effectiveness of Laplacian smoothing and introduce a class of approaches known as geometric element transforma-
tion methods. It turns out that Laplacian smoothing of surface meshes maximizes a concave quality function, which is
intimately related to the mean ratio quality measure.

Others common approaches for mesh smoothing use global operators, such as radial basis function,45 B-splines,29 or
wavelets.46 These are mathematical functions able to interpolate, on a distance basis, scalar information known only at
discrete points (source points).47 The quality and the behavior of the interpolation depend both on the function and on
the kind of chosen basis functions.48

In our proposal, we adopt Laplace’s equation for mesh smoothing as it satisfies the minimum/maximum principle. In
other words, this means that the values of the interior displacements are bounded by the values on the boundary, ensuring
that interior nodes will not cross the mesh boundaries. In the case of faces this is a key property since we want to preserve
the boundaries of the eyes, mouths, and nostrils, for example. In addition, the Laplacian operator preserves the topology,
which is also a requirement for our method since we need one-to-one vertex correspondence for any smoothness level.

Briefly, the Laplacian Smooth operator works by iteratively displacing each vertex based on local information, such
as the position of neighbors. The Laplacian smoothing operation on vertex vi may be defined as:

v′i =
1
N

N∑
j=1

vj, (1)

where N is the valence of vertex i, vj is the position of the jth adjacent vertex of vi, and v′i is the new position for vi. The
operator can be applied multiple times on all vertices to achieve further mesh smoothing. Figure 4 shows an example of
Laplacian smoothing being applied to a face’s quad mesh.

5 BLENDING DETAILS BETWEEN FACES

In this section, we describe our method to blend multiple faces by carrying the details of one or more source meshes to a
target one. We start by describing how to blend two faces. Given a source C and a target B, we produce a new 3D model
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F I G U R E 5 Blending the source and target faces from Figure 2 with the following number of smoothing iterations L from the left to
right: 10,000, 14,000, 18,000, and 20,000

A by transporting the details from C to B in the following way:

A = BL + (C − CL), (2)

where BL is the face B smoothed by L Laplace iterations, and likewise for CL.
Since the meshes have the same topology and a one-to-one correspondence between vertices, which also share the

same uv texture coordinates, we only need a single parameter to control the blending results, the number of iterations L
for the Laplacian smoothing. Higher values of L lead to more smoothing of the source and target faces and, consequently,
to more details being transferred from the target to the source mesh. Figure 5 illustrates the process of blending two faces.

The method may be extended for multiple faces. In this case, Equation (2) becomes:

A = BL +
∑n

i=1𝜔i(Ci − CL
i )∑n

i=0𝜔i
, (3)

where n is the number of source faces to be used in the composition and 𝜔i is the weight for source face i. We normalize
the contributions to avoid aberrations.

We define the weight 𝜔i of each face using Euclidean distances measured on a 2D plane. Faces are manually arranged
on a 2D plane, where ti is the position of face i. Then, for any 2D blending position m the weight of face i is defined as the
inverse of the squared distance between m and ti:

𝜔i =
1

||m − ti||2 . (4)

To avoid computing BL and CL every time a new smoothness factor L is selected, we define approximated smoothed
faces B̃L and C̃L, as described in Section 5.1. In the same way, we define the approximated displacement vector that inserts
details in B̃L as

D̃ ≈
∑n

i=1𝜔i(Ci − C̃L
i )∑n

i=0𝜔i
. (5)

Finally, the final mesh for any smoothness level L becomes

A = B̃L + D̃. (6)

Notice that the weights are normalized but, by removing this restriction, we can also create faces that extrapolate the
details. This interesting side effect is achieved by modulating the weights by some factor, as illustrated in Figure 6.
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F I G U R E 6 Detail extrapolation by manipulating the weights from the example shown in Figure 2. From the left to right scaling all
weights by 0.75, 1.0, 1.2, and 1.4. Notice that not only details are intensified but the global shape of the face is also deformed for high values

5.1 Approximating smoothness levels

To compute approximations B̃L and C̃L of the smoothed levels, we first define a maximum level Lmax. A naive way to
approximate the intermediate smoothed levels is to linearly interpolate between the original face and Lmax. Naturally,
linearly interpolating the displacement vector is not the same as computing the Laplacian smoothing operator a given
number of times. With this approximation, some fine details remain after smoothing the mesh and are not properly trans-
ferred. Consequently, B̃L and C̃L result in poor approximations of BL and CL. Instead, we approximate the displacement
of each vertex along with the multiple smoothing operations by a cubic polynomial using a least-squares method.49,50

Moreover, since it has a fixed number of parameters, we also have a constant representation of the displacement vectors
independently of Lmax.

Nevertheless, fitting the curve using all Lmax samples would impose a large memory overhead as we need to store all
intermediate smoothed faces. Thus, we select a few levels to be stored in order to accelerate the preprocessing and avoid
storage issues. Since the finer details are smoothed out after a few iterations, as illustrated in Figure 4, we use more levels
from the first iterations and less nearer Lmax in order to preserve these details. In total we use around 40 levels to fit the
curve, which is a massive reduction since Lmax is typically larger than 10,000.

The maximum error between the curve fitted with all levels and the original smoothed faces is very low, around
1 × 10−7 cm. Using only 40 levels to fit the curve results in a slightly higher error, around 3 × 10−6 cm. Nevertheless, it is
still negligible for any visual purposes.

5.2 Multiple regions

To add more control and broaden the possible space of faces, we segment the face into separate regions, where for each
region we can apply the method separately. This is, naturally, optional and one could decide to split the mesh into any
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F I G U R E 7 An example of using region masks manually defined. On the left, one of the original textures and the painted regions in
texture space. Note the blending region between the top (red) and middle (blue), and middle (blue) and bottom (green) masks to achieve a
smooth transition. On the right, the resulting regions applied on one of the heads

number of regions. For our test cases, we defined three horizontal regions by creating a color map on the texture uv space.
We assigned three different regions with transition bands between them to avoid abrupt changes, as shown in Figure 7.
The regions were manually defined using a simple image editor software, and we used a gradient brush for the transition
bands. Nevertheless, there are no restrictions on how the regions may be defined and, for example, a 3D brush can be
used to paint directly over the mesh to assign regions to vertices.

Taking into account the regions mask, Equation (6) now becomes

A =
r∑

k=1
(B̃Lk + D̃k) ∗ 𝛼k, (7)

where 𝛼k is a scalar in the range [0, 1] that defines the weight for region and is taken from the mask color channel, r is the
number of defined regions, B̃Lr

k is the smoothed region k of the approximated target mesh B̃ and D̃ is the approximation
displacement vector as defined in Equation (5). Note that we can define different levels of smoothness Lk for each region.
Furthermore, we can define one blending position mk for each region.

6 THE SYSTEM

In order to perform tests and validate our method, we have developed a real-time visualization system with a simple
and intuitive interface. With this tool, it is possible to load the head meshes and textures, select the meshes we want to
blend and dynamically move the controllers and change the blend parameters. For example, parameter L in Equations (2)
and (3) is controlled by a slider as a percentage value L

Lmax
. The blending position m that defines the blending weights is

controlled by moving the position of a circle. The location of each thumbnail representing a model can also be dynamically
changed by moving them and, thus, influencing more or less the final blending. Figure 8 shows the interface and some
of its functionalities.

In our prototype, we have included a controller for each face region, in order to manipulate each weight mk
independently. Furthermore, we include one slider to set the smoothness level Lk for each region.
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F I G U R E 8 The main screen of our interface. (1) resultant mesh A; (2) one of the thumbnails representing a source face; (3) dashed
blue circle indicates selected target face B; (4) a controller for a specific region defining position mk; (5) sliders to control the smoothness level
for each region; (6) available textures that can be applied to the models; (7) buttons to save resulting model or image

The only preprocessing required is smoothing each face with Lmax iterations and fitting the cubic curves to approximate
the vertex displacements. We have not made any efforts to further optimize this preprocessing since it can be seen as a
final step of the acquisition pipeline which, in turn, may take in total a couple of days considering the manual artistic
efforts involved. In addition, the face needs only to be prepared once and can be used multiple times within the system
to generate new faces. Consequently, the time to prepare the smoothed head model is negligible within the production
pipeline.

We use the original quad meshes for all operations and only transform into a triangular mesh for rendering purposes.
In cases of very high resolution meshes or poor hardware, a potential strategy to keep a real-time responsive interface is to
use only the front part of the subject’s face instead of the whole head. This approach would reduce the computational costs
but still maintain the most significant part of the face in regards to details. Once the desired face is achieved through the
interface, the system can easily export the parameters and generate the final solution for the whole head and optionally
use directly BL and DL in Equation (7), instead of the approximated B̃L and D̃L versions using the cubic curve. An example
of a post-processed full head blend can be seen in Figure 2.

We have implemented and tested our method in a desktop with an Intel Core i7 7700 with 32 GB of RAM and an
nVidia RTX 2080 Ti with 11 GB. After loading all smoothed meshes and associated displacement vectors, the system runs
entirely in GPU using GLSL shaders. All blending operations are performed interactively with results being immediately
composed and visualized. The maximum number of loaded faces is initially bounded by the graphics card video memory.
Even though we have not reached this limit in any of our experiments, this restriction can be circumvented by employing
a multi-pass strategy. Another option is to lower the mesh resolutions and only apply the blending to high-resolution
meshes in CPU when the face creation process is finished. Nevertheless, so far we have not noticed the need for such
solutions since we tested our method with up to 15 high-resolution faces while maintaining real-time frame rates.

7 RESULTS

In this section, we present some results obtained using head meshes with 1.2 million vertices. Preprocessing each face
takes approximately 12 min for each face but needs to be done only once.

Although, the method can produce general results as shown in Figure 9, specific combination of faces may also carry
other high-level semantic meanings. Note in Figure 2 how by transferring details from an older to a younger person the
result can be seen as an ageing effect.
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F I G U R E 9 Example of using multiple faces with different weights per region. Here, each source face has full weight for only one
specific region to better illustrate the effect

F I G U R E 10 The circles and arrows in red highlight boundaries issues with the method from Yoon et al.29

T A B L E 1 Performance when increasing the number of faces.

# faces 2 4 7 10 13 15

# vertices (millions) 2.4 4.8 8.4 12.0 15.6 18.0

ms/frame 14.1 15.6 17.5 20.4 23.2 25.0

Figure 10 shows a result of blending three different faces, where each face only influences one of the mask regions.
Note how for the lower region (green) the lips become thicker but the crooked smiled is preserved, and the fine details
from the chin are also transferred. For the nose and eye region (blue), the nose keeps its general shape but retrieves the
details such as nasal bone format. The eyes maintain the thin format but receive the contouring lines from the source
face. Finally, the forehead region (red) becomes more triangular shaped.

For all tests we have achieved real-time performance. Apart from a constant overhead, the time increases linearly with
the number of faces, as expected. As shown in Table 1, even with 15 faces our systems runs at 40 FPS.
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F I G U R E 11 Some results of our approach applied on meshes with 1.2 million vertices. For each row, column (a) shows the source face
from the details are extract, column (c) shows the target face and column (b) the blending result
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F I G U R E 12 Comparison between our method (left column) and our implementation of Yoon et al.29 method (right column) for three
different combinations. The central column shows the difference in a colour scale the vertices of the two meshes when using as similar as
possible settings (blue small difference and red large difference). The number of iterations used in our model are (a) 100, (d) 7500 and (g)
19000. For Yoon’s method the weights for the base and detail head are, respectively, (d) 0.92 and 0.08, (f) 0.5 and 0.5 and (i) 0.08 and 0.92.
Note that the regions with maximum errors, around 0.78cm, are located inside the noses. These results were rendered in Meshlab51 for a
better side-by-side comparison
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Furthermore, we compare our method with the approach by Yoon et al.29 As aforementioned, Yoon’s method has a goal
very similar to ours, which is to provide a method for artists to create new faces from existing ones. Their method is also
based on a hierarchy and by setting a base smoothness level for the target face and attributing weights to the source faces.
Nevertheless, their method requires more user intervention as the displacement maps need to be manually composed.
Unfortunately, without any extra information on how these maps are composed it is not possible to reproduce the results
precisely or to estimate the time the artists must invest in generating new faces. Nonetheless, we have implemented their
method and tried to match the initialization of both approaches as close as possible for a fair comparison.

As can be seen from Figure 11, the overall result is similar, but our method is capable of preserving the fine details
considerably better. Another advantage of our method is the simplicity, as we can work with a large number of faces and
dynamically change the smoothness levels and weights by dragging controllers on a 2D plane. The fact that no manual
preparation step is necessary for our method also may lead to benefits within a content generation pipeline, because it
allows the artist to quickly test different combinations of faces, and incorporate new faces as soon as they undergo the
acquisition pipeline.

Due to the boundary preserving property of Laplacian smoothness, our method can deal with holes in the mesh. This
is another important advantage as face models usually contain cavities on eyes, mouth, and nostrils. Our method can
handle these issues seamlessly. On the other hand, we found no trivial way to solve this issue with Yoon’s method (see
Figure 12) and it cannot be noticed from the results in their paper since no examples contain such cavities. Finally, even
though we chose to use only the front part of the face in our interface to achieve real-time interaction, this is not an actual
limitation of the method and we have shown the results are easily extended to the whole face in a post-processing stage.
In the case of Yoon’s method using the face only is actually a limitation of the parameterization and we have not found
easy ways to extend the result to the whole head.

In contrast, Yoon’s method handles faces with different parameterizations while our method depends on an exter-
nal reparameterization method performed during the acquisition pipeline. Yet, we view this as an orthogonal problem
that can be tackled as a preprocessing step, as it is actually done with Yoon’s method. As a last remark, our method is
remarkably simpler to implement and allows for a very straightforward and efficient GPU implementation.

8 LIMITATIONS

As discussed, our method cannot handle faces with different mesh topologies. This is not a problem in many content
creation pipelines since all faces are digitized the same way and are mapped to a common parameterization, but it
still imposes a limitation when incorporating external models. Even though this was not the focus of this article, any
reparameterization solution could be coupled to our method to solve this issue.

Although we support segmenting the face into regions, our method is oblivious to other semantics at other levels of
the details, thus it becomes hard to extract selected features such as wrinkles or facial hair. Finally, region masks need to
be created manually, and a manner to define masks during blending could make the creation process more agile.

9 CONCLUSION

We have presented a method to generate new faces from a set of digitized high-resolution models. Our method provides
an intuitive and simple way to create new faces by transferring details from one or more source faces to a target. Our
approach is inserted into a content creation pipeline where faces are digitized to produce background characters. In
this way, our method provides a fast way to generate new realistic characters. We place our method in a category of
hand-crafted methods, where more control is given and less data are needed, in contrast to methods that rely on learning
approaches. We have also provided a real-time interface for rapid creation of new faces.

As a natural future step we will look into blending the textures as well as the geometry. The challenge is that the
texture details must be aligned and properly identified to avoid blurring the texture during blending. Furthermore, even
if reparameterization is considered as preprocessing in our case, it might be interesting to investigate more automatic
solutions in order to allow incorporating models that are not produced by our pipeline, or even non-humanoid faces.

Moreover, we believe that with further research we can tune the method for specific purposes. For example, to auto-
matically produce a new set of original faces to create more diversity among the background characters. Alternatively, it
should also be possible to produce faces that maintain some resemblance to produce, say, characters from the same ethnic
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background, or that might belong to the same family. Finally, the current method has been applied to faces, we can explore
the same strategies to transfer details between different models such as other body parts or even non-animated objects.
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