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#### Abstract

We introduce a construction of subspaces of the spaces of tangential vector, $n$-vector, and tensor fields on surfaces. The resulting subspaces can be used as the basis of fast approximation algorithms for design and processing problems that involve tangential fields. Important features of our construction are that it is based on a general principle, from which constructions for different types of tangential fields can be derived, and that it is scalable, making it possible to efficiently compute and store large subspace bases for large meshes. Moreover, the construction is adaptive, which allows for controlling the distribution of the degrees of freedom of the subspaces over the surface. We evaluate our construction in several experiments addressing approximation quality, scalability, adaptivity, computation times and memory requirements. Our design choices are justified by comparing our construction to possible alternatives. Finally, we discuss examples of how subspace methods can be used to build interactive tools for tangential field design and processing tasks.


## 1. Introduction

Directional information along a surface is usually encoded as a tangential vector, $n$-vector or tensor field. Many applications in computer graphics, such as line art rendering, meshing, texturing, and BRDF design, rely on techniques for the design and processing of such tangential fields. A problem arises from the fact that the triangular meshes describing the surface are usually of high resolution and the complexity of the tangential fields is connected to that of the meshes. As a result, large-scale equations and optimization problems have to be solved for field design and processing, while the applications expect fast response times because workflows often involve user interaction. Established acceleration methods, such as radial basis functions, which proved to be effective for problems like interactive shape deformation, cannot be used for the processing of tangential fields since the fields are defined on curved surfaces and the tangential bundles of the surfaces are non-trivial.

We introduce constructions of tangential vector, $n$-vector and tensor fields on meshes and use them to construct subspaces for design and processing tasks. By restricting the equations and optimization problems to such a subspace, the degrees of freedom of a design or processing problem can be adjusted detached from the complexity of the triangle mesh representing the surface. This is an important step towards enabling interactive techniques for the design and processing of tangential fields on large meshes.

The idea underlying our approach is to construct tangential fields by computing the lowest eigenfields of a suitable Laplace operator restricted to small disk-shaped subsets of the surface. Boundary conditions on the eigenproblems are imposed to guaranty that each
of the resulting fields vanishes at the boundaries of its subset. The construction of the individual fields is combined with a procedure that defines the subsets in the surface so that useful bases of subspaces are created. Important aspects of our construction are:

- Generality Our construction is derived from a general principle. By choosing an appropriate Laplace operator, specific constructions for the different types of tangential fields can be derived. We explicitly describe constructions of vector, $n$-vector, and tensor fields.
- Scalability We show that large subspaces with several thousand dimensions on meshes with more than a million triangles can be efficiently constructed and stored. A prerequisite for this is the localization of the tangential fields, which facilitates the efficient computation and storage of the individual fields. The cost for field construction depends only on the size of the disk-like subsets and storage requirements are low as the fields can be represented by sparse vectors.
- Smoothness The construction is chosen so that the resulting fields are smooth. The eigenproblems we solve can be written as optimization problems, and, as minimizers, the lowest eigenfields are the smoothest fields that vanish outside their assigned subsets. Here smoothness is measured by the Dirichlet energy corresponding to the Laplace operator that is used.
- Approximation We show that the resulting subspaces can approximate smooth fields well. To evaluate this aspect, we compute residuals when projecting fields into the subspace and when solving optimization problems in the subspaces, and compare the approximation results with results obtained using other possible constructions of tangential fields.
- Adaptivity We show that adaptivity can be effortlessly integrated to the construction. This allows for controlling the distribution of the degrees of freedom of a subspace over the surface. For example, fields that include details in designated areas of the surface can be better represented in the subspaces.

This is the first method for constructing tangential vector, $n$ vector and tensor fields with these properties. In particular, scalability and adaptivity distinguish the construction from alternative vector field constructions. These two points are crucial for efficiently generating subspaces with good approximation properties and modeling capacity on larger meshes. To justify our design choices for the proposed construction, we compare our construction with other existing and possible constructions in Section 7. In addition, we evaluate the approximation quality of the subspaces in different settings, Section 6, and show the benefits of the bases for the applications in Section 8.

## 2. Related work

Tangential fields The efficient design and processing of tangential vector, $n$-vector and tensor fields is important for a broad range of applications in computer graphics. Examples are texture generation [PFH00, Tur01, WL01, CYZL14, KCPS15], line art [HZO0] and painterly rendering [ZHT07], anisotropic shading [MRMH12, RGB*14], image stylization [YCLJ12], surface segmentation [SBCBG11, ZZCJ14], surface construction [IBB15, PLS* 15], meshing [RLL*06, KNP07, BZK09, LLZ* 11, TPP* 11], and the simulation of fluid and liquids on surfaces $\left[A W O^{*} 14\right.$, AVW* 15]. Tangential field design and processing presents many challenges, and different approaches have been proposed to address these problems. In the following, we briefly discuss approaches that are closely related to our work. For further background information and references, we refer to the surveys [dGDT15, VCD* 16].

Variational approaches for the design and processing of tangential fields minimize an objective that combines a fairness measure and functionals that penalize the deviation of the field from user input or geometric properties of the surface like curvature directions. The fairness measures quantify the variation of the field along the surface. For vector field design, quadratic objectives based on the divergence and curl of the fields can be used [FSDH07]. Discrete differentiable operators for tensor fields, based on Discrete Exterior Calculus [DHLM05], are introduced in [dGLB* 14]. For $n$-rotational symmetric vector fields ( $n$-fields), the fairness measure introduced in [HZOO] measures the deviation in angle between close-by $n$-vectors. To disambiguate the definition of angles between $n$-vectors, a periodic function is used in the fairness measure. The concept of representation vectors corresponding to $n$-vectors [RLL* 06, PZ07] allows to model $n$-vector design using optimization of the representation vector fields. The representation vectors can be used to define a linear structure on $n$ vectors. This allows to model $n$-field design and processing problems using linear systems [KCPS13, LTGD16, BSEH18]. For the design of general, not necessarily rotational symmetric, $n$-fields, the polyvector representation [DVPSH14, DVPSH15, SFCBCV19] was introduced. While typically fairness measures are modeled as intrinsic objectives, an extrinsic objective was proposed in [JTPSH15, HJ16]. The objective combines intrinsic fairness and
alignment to curvature, while at the same time avoiding the need to use parallel transport on the surface for evaluation of the objective. In another line of work, explicit matchings that encode the $n$ pairs of corresponding vectors between neighboring $n$-vectors are used [KNP07, RVLL08, BZK09]. In an optimization, the matchings are treated as variables which leads to mixed-integer problems that have to be solved. In addition to variational design of vector fields, approaches that construct vector fields from user input specifying the location and degree of singularities have been proposed [ZMT06, PZ07, RVAL09, CDS10, LJX*10]. A subdivision scheme for discrete differential forms on meshes was introduced in [WYT*06]. The scheme combines different subdivision rules for the different $k$-forms such that the subdivision operations commute with the exterior derivative. This approach was extended to a subdivision exterior calculus [dGDMD16] that provides a way to apply the numerical tools from Discrete Exterior Calculus to subdivision surfaces. Among other applications, the approach can be used for the design of vector fields on subdivision surfaces. In recent work [CV20], a structure-preserving subdivision approach for tangential direction fields was developed and used for directional field design on subdivision surfaces.

Subspace methods Subspace methods can be used for the design of fast approximation algorithms for complex systems. In the preprocessing stage, the subspace and additional structures for evaluation the objective and its derivatives are constructed. In the online stage, the precomputed structures are used to accelerate computations. The low computational cost in the online stage, makes subspace methods attractive for interactive graphics applications. Reduced systems have been proposed for the simulation of fluids [TLP06, LMH*15, CSK18], elastic solids and shells [BJ05, AKJ08, YLX* 15, BEH18], fluid-solid interaction [LJF16, BSEH19], example-based elastic material [ZZM15], motion planning [BdSP09, HSvTP12, PM18], clothing [HTC* 14], and hair [CZZ14]. In the context of mesh processing, subspace methods have been introduced for surface modeling [ $\mathrm{HSL}^{*} 06, \mathrm{HSvTP} 11$, JBK ${ }^{*}$ 12, WJBK15], shape interpolation [vTSSH15, vRESH16], injective mappings [HCW19], motion processing [BvTH16], and spectral mesh processing [NBH18]. The goal of this paper is to explore subspace constructions for tangential vector, $n$-vector, and tensor fields on surfaces and the use of subspace methods for the design and processing of tangential fields.

Subspace methods for tangential fields For tangential vector fields, eigenfields of vector Laplace operators have been used for defining functional operators on spaces of vector fields [ABCCO13, AOCBC15], subspace fluid simulation on surfaces [LMH*15] and spectral vector field processing [BSEH17]. Eigenfields on an $n$-vector field Laplacian were used as the basis of an approach for interactive $n$-field design in [BSEH18]. Although eigenfields are useful for the construction of subspace in certain scenarios, there are also fundamental limitations. We propose an alternative construction of subspaces that addresses these limitations. In particular, we aim at reducing the memory requirements for storing the bases and the computational cost for constructing the bases. In Section 7, we compare the proposed subspaces to eigenspaces.

## 3. Laplace operators

In this section, we briefly describe the discrete Laplace operators for tangential vector, $n$-vector, and tensor fields that are needed for the proposed construction of localized fields. To our knowledge, the tensor field Laplacian we describe is novel.

Discrete Fields There are various possibilities for discretizing fields on meshes. Degrees of freedom of the fields can be associated with the meshes' vertices, edges, faces or combinations of these. We refer to the survey [dGDT15] for a detailed discussion of the benefits and drawbacks of different discretizations. Our basis construction can be used with any discretization as long as a Laplace operator on the space is available. For the evaluation of our construction, we consider vector, $n$-vector, and tensor fields that are constant and tangential in every face. We denote by $k$ the dimension of the space of fields we consider. For tangential vector fields, for example, $k$ equals twice the number of triangles of the mesh.

Laplacian for vector fields A discrete Hodge-Laplace operator $\Delta$ for piecewise constant vector fields is discussed in [BSEH17]. The operator combines discrete divergence and curl operators with the gradient and a 90-degree rotation in the tangent plane, which we denote by $J$,

$$
\begin{equation*}
\Delta=-\operatorname{grad} \operatorname{div}-\mathrm{J} \operatorname{grad} \operatorname{curl}{ }^{*} \tag{1}
\end{equation*}
$$

The divergence and curl operators map piecewise constant fields to piecewise linear polynomials and the gradient maps piecewise linear polynomials to piecewise constant vector fields. Matrix representation of all involved operators are described in [BSEH17]

For the piecewise constant fields on a mesh, a Hodge decompositions can be defined [PP00, War06]. This is an orthogonal decomposition of the space of piecewise constant fields in gradients and co-gradients (J grad) and harmonic fields. For the decompositions, two function spaces are needed: the space of continuous, piecewise linear polynomials (linear Lagrange finite elements) and the space of edge-midpoint continuous, piecewise linear polynomials (linear Crouzeix-Raviart elements). The Hodge-Laplacian can be constructed such that it respects the decomposition, which means that it maps gradient fields to gradient fields, co-gradient fields to co-gradient fields, and has exactly the harmonic fields in its kernel. To achieve this, one of the div and curl operators has to map to the space of continuous, piecewise linear polynomials and the other one to the edge-midpoint continuous, piecewise linear polynomials. In equation (1), we indicate that the curl operator maps to the space of edge-midpoint continuous functions by adding an asterisk.

Laplacians for $n$-fields Laplace operators for $n$-fields were proposed for a vertex-based representation in [KCPS13] and for facebased representation in [DVPSH14, BSEH18]. For our experiments, we use the face-based Laplacian. It computes differences of the $n$-vectors of each triangle to the $n$-vectors of the neighboring triangles. For this, the $n$-vectors of the neighbor triangles are parallelly transported to the corresponding triangle. In order to be able to form differences between $n$-vectors, a linear structure for $n$-vectors is required. This can be obtained using the concept of the representation vector of an $n$-field [RLL*06, PZ07]. The $n$-vectors
are first converted to the corresponding representation vectors, then the difference is computed and the result is converted back to an $n$ vectors. For the choice of weights for the differences and a matrix representation of the Laplace operator, we refer to [BSEH18].

Laplacians for tensor fields We introduce a discrete Laplace operator for piecewise constant tensor fields on surface meshes. In this paragraph, we provide an overview of the construction and discuss details in the appendix. The operator is a weighted finite difference operator on the triangles of the mesh. To compute a difference between the tensor $A_{i}$ of triangle $T_{i}$ and the tensor $A_{j}$ of a neighbor triangle $T_{j}$, we transport $A_{j}$ parallelly to triangle $T_{i}$. The transport of a tensor to its neighboring triangle varies for the different tensor types depending on how the tensor transforms from one basis to another. We illustrate this at the example of $(1,1)$-tensors in the appendix. To describe the construction of the Laplace operator, we denote the transport of the tensor $A_{j}$ to the triangle $T_{i}$ by $\tau_{j i}$. The Laplacian of a tensor field $A$ is again a tensor field. In the triangle $T_{i}$ the tensor field $\Delta A$ is given by

$$
\begin{equation*}
(\Delta A)_{i}=\frac{1}{m_{i}} \sum_{j \in N_{i}} w_{i j}\left(A_{i}-\tau_{j i}\left(A_{j}\right)\right) \tag{2}
\end{equation*}
$$

where $N_{i}$ is the list of the three neighbors of triangle $T_{i}$ and

$$
w_{i j}=\frac{3\left(\text { length }\left(e_{i j}\right)\right)^{2}}{\operatorname{area}\left(T_{i} \cup T_{j}\right)} \quad \text { and } \quad m_{i}=\operatorname{area}\left(T_{i}\right)
$$

are weights depending on the geometry of the triangles $T_{i}$ and $T_{j}$. In the appendix, we show how Voigt's notation can be used to derive a linear representation of the tensors and the transport operator $\tau_{i j}$. This can be used to construct the stiffness and mass matrices for this Laplacian.

## 4. Spaces of locally supported fields

In this Section, we describe our construction of subspaces of the spaces of tangential vector, $n$-vector and tensor fields. Our construction is based on a general principle that can be applied to the different types of tangential fields. We first introduce the construction of individual fields, then we describe how the field construction can be used to assemble bases of subspaces.

Field construction The input to the field construction are a Laplace operator, given by a stiffness matrix $S$ and a diagonal mass matrix $M$, and a subset $D$ of the set of triangles of the mesh that serves as the support of the field. Depending on whether the Laplacian operates on vector, $n$-vector or tensor fields, corresponding fields are constructed. Our approach is to compute the $m$ lowest eigenfields of the Laplace operator subject to the constraint that the field is zero for all triangles that are not in the subset $D$. These fields can be characterized as the minimizers of the optimization problem

$$
\begin{align*}
& \min _{\Phi \in \mathbb{R}^{k \times m}} \operatorname{tr}\left(\Phi^{T} S \Phi\right)  \tag{3}\\
& \text { subject to } \Phi^{T} M \Phi=I d \text { and } \\
& \Phi_{i j}=0 \text { if } i \text { belongs to a triangle not in } D .
\end{align*}
$$

Each column of the minimizer $\Phi$ describes a localized field. The first constraint ensures that the fields are $M$-orthonormal and the


Figure 1: Examples of localized tangential vector fields computed with our approach are shown. On the left, the locations of the support areas of the fields, and, on the right, four fields are shown.
second constraint ensures that the fields vanish outside of the specified region.

Since the second constraint is linear, we can specify a basis for the space of vector fields that satisfy the constraints. We construct a matrix $V \in \mathbb{R}^{k \times k_{D}}$ whose columns form a basis of the space of admissible fields, where $k_{D}$ is the dimension of the space of admissible fields. This matrix has one non-zero entry per column and the entries are located at the degrees of freedom of the vector associated with the selected triangles. Each entry takes the value $1 / \sqrt{M_{i i}}$, where $M_{i i}$ is the diagonal entry of the mass matrix $M$ and $i$ is the row index of the entry. The matrix $V$ allows us to parametrize the space of admissible fields, i.e. for any admissible field $X \in \mathbb{R}^{k}$ there is a corresponding $x \in \mathbb{R}^{k_{D}}$ such that

$$
\begin{equation*}
X=V x \tag{4}
\end{equation*}
$$

We consider the restricted stiffness and mass matrices

$$
\begin{equation*}
\bar{S}=V^{T} S V \quad \text { and } \quad \bar{M}=V^{T} M V \tag{5}
\end{equation*}
$$

By our construction of $V$, the restricted mass matrix $\bar{M}$ is the $k_{D} \times$ $k_{D}$ identity matrix.

Using (4) and (5), we can rephrase the optimization problem (3)

$$
\begin{align*}
& \min _{\phi \in \mathbb{R}^{k_{D} \times m}} \operatorname{tr}\left(\phi^{T} \bar{S} \phi\right)  \tag{6}\\
& \text { subject to } \phi^{T} \phi=I d
\end{align*}
$$

Benefits of this formulation are that we reduced the problem's dimension to $k_{D} m$, simplified the second constraint, and eliminated the third constraint.

The problem (6) is a sparse eigenvalue problem and the solutions are pairs $\left(\lambda_{i}, \phi_{i}\right)$ satisfying the equation

$$
\begin{equation*}
\bar{S} \phi_{i}=\lambda_{i} \phi_{i} \tag{7}
\end{equation*}
$$

The solutions $\phi_{i} \in \mathbb{R}^{k_{D}}$ are mapped to the corresponding vectors $\Phi_{i} \in \mathbb{R}^{k}$ by multiplying them with the matrix $V$. Examples of local vector and tensor fields are shown in Figures 1 and 2.

Subspace construction To construct subspace bases using the field construction, we need to define the support regions for the


Figure 2: Examples of localized tensor fields computed with our construction are shown. For each tensor, the shown sticks point in the two eigendirections and the lengths of the sticks are proportional to the absolute values of eigenvalues of the tensor.
individual basis fields. Our approach is to cover the surface with disk-shaped regions. In this paragraph, we discuss a uniform distribution of the regions and extend the approach to adaptive distributions of the regions in the last paragraph of this section.

Each region is an approximate geodesic disk. All disks have the same radius $r$ and the value of $r$ is chosen such that the disks have sufficient overlap. We will discuss the choice of $r$ we used for our experiments in Section 6. To place the disks on the surface, we sample triangles of the mesh that serve as the centers of the disks. To distribute the sampling uniformly, we use a furthest point sampling scheme. The distance is measured by a weighted Dijkstra algorithm that operates on the mesh's dual graph. The nodes of this graph are the mesh's triangles and there are edges between nodes if the faces are neighbors. The weights for the edges are the geodesic distances of the barycenters of the triangles. Examples of resulting samplings are shown in Figure 3. After placing the samples, we define the regions associated with the samples using a region growing algorithm. The algorithm is using the Dijkstra distance and grows the regions until the distance $r$ is reached.

To ensure the geodesic disks cover the whole surface, we can use the distance $\rho$ of the last sample placed by the furthest point sampling. If $r$ is larger than $\rho$, then the disks cover the whole surface. In practice, we choose $r$ much larger than $\rho$ as we want the disks to have sufficient overlap.

Once the regions are defined, we compute $m$ eigenfields for each region by solving the sparse eigenvalue problem (7). The choice


Figure 3: Examples of farthest point samplings ( $1 k-5 k$ samples) constructed on various mesh models (50k-2m faces).
of $m$ depends on the type of field. For example, for vector fields and $n$-fields, we set $m=2$, and, for ( 1,1 )-tensors, we set $m=3$. This choice is based on the multiplicity the lowest eigenvalue of the corresponding Laplace operator and our experimental results as discussed in Section 6. The size $k_{D}$ of the sparse matrix occurring in the eigenvalue problem depends on the number of triangles belonging to the region. The resulting $k_{D}$-dimensional eigenvectors $\phi_{i}$ describe the fields in the regions. We lift the $\phi_{i}$ s to vector fields $\Phi_{i}$ defined on the whole surface using (4) and stack the lifted fields $\Phi_{i}$ as the columns of a $k \times d$ matrix $U$. Here $d$ denotes the total number of fields that are constructed, which is $m$ times the number of regions. Since each $\Phi_{i}$ vanishes outside of its support region, the matrix $U$ is sparse.

Scalability Our subspace construction is designed to be scalable, meaning that we want to be able to efficiently construct and store large subspaces on large meshes. Our motivation to aim for a scalable construction is that we want to be able to obtain subspaces that, on the one hand, include enough degrees of freedom to support general purpose design and processing tasks, and, on the other hand, allow to control the size of the optimization problem independently of the resolution of the meshes that are used.

One important feature that makes the method scalable is the localized support of the basis fields. For storing the basis, this means that the vector representing the basis fields are sparse vectors. The size of the support of the fields needs to be large enough such that there is sufficient overlap of each basis field with some other fields. On the other hand, a too large support is less efficient in terms of storage requirements. This means that if we construct two spaces with different dimension on the same surface, then the individual basis fields of the larger space will have a smaller support. Since the basis fields are stored as sparse vectors, this implies that the higher dimensional space requires more basis fields to be stored while each basis fields requires less storage. In our experiments, we found that the storage requirements for storing spaces of different dimension on the same mesh are approximately the same. This enables us to work with large subspaces with 500 to 5000 or even more dimensions. In addition, the method allows us to construct spaces on larger meshes, as the computation of the individual fields only requires solving an eigenvalue problem for a small region of the surface (the support of the field). These properties are advantages of our construction over eigenbases of Laplace operators, which have higher storage requirements, as a large dense matrix must be stored, and require higher computational costs for solving the large scale eigenvalue problems.

Adaptive subspaces Adaptivity can be integrated to the basis construction in a way that is simple to implement. The sampling method and the size of the regions depend on the weighted Di$j k s t r a$ distance on the dual graph. For the uniform construction, the edge weights are chosen according to the geodesic distances of the barycenters of the triangles. To make the method adaptive, we change the edge weights in the dual graph. Changing the edge weights in some part of the surface affects the sampling and the sizes of the support regions of the basis fields. For example, when the weights are increased in some part of the surface, the sampling in the part of the surface becomes denser and the support regions of
the basis fields decrease. The resulting subspace has more degrees of freedom in the part of the surface where the weight is increased, and, therefore, can better represent fields that have high frequency features and details in these areas. If the weights are reduced, fewer and larger regions are constructed in the corresponding part of the surface. For the subspaces, this means that fields with little detail in the corresponding part of the surface are represented more efficiently. The adaptive construction is simple to implement as after rescaling of the edge weights of the dual graph, the same algorithm as in the uniform case is executed. Scaling factors for the edges can be obtained for example from user input or an analysis of example fields.

## 5. Subspace methods

The main goal of our construction is to enable subspace methods for vector, $n$-vector and tensor field design and processing. In this section, we will discuss a model problem that we will later use as part of the evaluation of our subspace construction.

We consider the following least-squares problem

$$
\begin{equation*}
\min _{X \in \mathbb{R}^{n}}\left(\mu_{S} X^{T} S X+\mu_{B} X^{T} B X+\mu_{C}\|C X-c\|^{2}\right) \tag{8}
\end{equation*}
$$

where $C$ is a matrix that defines weak constraints, $c$ specifies the values of the constraints, the $\mu \mathrm{s}$ are a positive weights, $M$ is the mass matrix, $S$ is the stiffness matrix of the Laplacian and $B=S M^{-1} S$. The first two summands are the harmonic and biharmonic energies of $X$, which act as regularizers. This type of problem arises in field design tasks, for example, when fields are modeled with a stroke-based user interface. The resulting fields should align with the strokes but not follow them exactly. Other examples of applications that can be formulated as in (8) are smoothing of an input fields and extrapolating fields that is given only on parts of the surface to fields defined on the whole surface. For the smoothing application, $C$ is the identity matrix and $c$ the input field. For the stroke-based design and the extension of the field, $C$ is a selector matrix that selects the vectors ( $n$-vectors, tensors) of the parts of the surface where the input field is defined and $c$ specifies the vectors of the field in these regions. The minimizer of (13) satisfies

$$
\begin{equation*}
\left(\mu_{S} S+\mu_{B} B+\mu_{C} C^{T} C\right) X=\mu_{C} C^{T} c . \tag{9}
\end{equation*}
$$

The reduced minimization problem, which restrict the optimization to the subspace, is

$$
\begin{equation*}
\min _{x \in \mathbb{R}^{d}}\left(\mu_{S} x^{T} U^{T} S U x+\mu_{B} x^{T} U^{T} B U x+\mu_{C}\|C U x-c\|^{2}\right) . \tag{10}
\end{equation*}
$$

The solution can be computed by solving the system

$$
\begin{equation*}
U^{T}\left(\mu_{S} S+\mu_{B} B+\mu_{C} C^{T} C\right) U x=\mu_{C} U^{T} C^{T} c \tag{11}
\end{equation*}
$$

The advantage of the reduced problem is that (11) is a sparse lowdimensional system. In particular, the system is independent of the resolution of the mesh and only depends on the dimension of the subspace. The scalability of our basis construction allows for working with spaces of several thousand dimensions, which provide a rich space for design and processing problems. At the same time, solving the reduced problems only takes few milliseconds which enables interaction and interactive steering of parameters. For example, a user can change the parameters $\mu_{S}, \mu_{B}$, and $\mu_{C}$ and receive
immediate feedback. In contrast, without reduction, any parameter adjustment requires solving a large-scale sparse linear system, which is prohibitive for interactive applications.

The reduction of the model problem (8) can be extended to include more features. For example, hard constraints can be efficiently included using a Schur complement approach. We refer to [BSEH17, BSEH18] for details. The subspaces can also be used to reduce the complexity of general non-linear problems. Reducing the problem's dimension lowers the computational cost of minimization steps and accelerates the convergence of solvers. However, a difference to the model problem is that the evaluations of a non-linear objective and its gradient and Hessian still depend on the complexity of the mesh. Methods for fast approximation of a non-linear objective and its derivatives have been proposed, for example, in the context of real-time simulation [AKJ08, vTSSH13, $\left.\mathrm{YLX}^{*} 15, \mathrm{BEH} 18\right]$. In this paper, we use the model problem (8) for evaluating the quality of the proposed subspace basis and leave the adaption of fast approximation schemes for non-linear objectives as future work.

## 6. Experiments

In this section, we discuss our experimental evaluation of our subspace construction focusing on scalability, approximation and adaptivity. We tested our approach on different meshes including some with low mesh quality exhibiting a large number of triangles with acute angles. Figure 4 shows examples of meshes we used.

Implementation We implemented our subspace constructions using the Eigen $\left[\mathrm{GJ}^{*} 10\right]$ and LibIGL [JP* 16] libraries. The basis fields of the subspaces are constructed in parallel. To solve the local eigenproblems, we use the SpectrA library [Qiu15] with Cholmod's supernodal sparse Cholesky decomposition [CDHR08] being applied to solve the linear systems. CUDA's GPU-based cuSparse is employed to lift the fields from the reduced space to the full space, which requires matrix-vector multiplication with the sparse matrix $U$ that stores the subspace basis. To solve the linear systems in the design and processing applications, we use Pardiso's symmetric indefinite factorization [KFS18].

Scalability In our experiments, we evaluated the memory requirements for storing the subspace basis and the computation times required for the construction of the basis for large subspaces and also for larger meshes. When reporting results, we state the subspace dimension we worked with. Since we compute a constant number


Figure 4: We tested our approach on irregular meshes having many acute angles.
of basis fields per region, 2 for vector fields and $n$-fields and 3 for ( 1,1 )-tensor fields, the number of regions is half of the subspace dimension for vector and $n$-fields and a third for the tensor fields.

In the first experiment, we constructed subspaces of different dimension $d$ ranging from 500 to 20 k on a mesh with 1 m triangles and report the number of non-zero entries of the subspace bases as well as computational times required for basis construction. The data is summarized in Table 1. For each subspace dimension, we need to choose a proper value $r$ for the radii of the geodesics disks. It is important to choose $r$ large enough such that the individual vector fields can interact with their neighbors and information can spread. On the other hand, a too large value of $r$ makes the basis less efficient as more storage is required. Explicitly, we set

$$
\begin{equation*}
r=\sqrt{\frac{\sigma A}{d \pi}} \tag{12}
\end{equation*}
$$

where $A$ is the area of the surface, $d$ the dimension of the subspace and $\sigma$ a parameter, which we set to 40 for this experiment. The motivation for using this formula is that we want to find the radius $r$ such that the combined area of all disks is $\sigma$ times the area of the surface. To arrive at a simple formula, we replaced the average area of the geodesic disks by $r^{2} \pi$, which is the the area of the Euclidean disk of radius $r$. In this experiment, setting $\sigma=40$ results in matrices $U$ whose average number of non-zero entries per row is about 40. This means that in average every triangle is in the support of 40 basis fields.

The total time required for basis construction is listed in the fifth column of the table. The higher the dimension of the subspace, the more eigenvalue problems need to be solved. On the other hand, each of the eigenvalue problems is smaller as the support of the fields decreases. The total time for constructing the bases for the different subspaces on a regular desktop computer is between 3.5 and 7 minutes. The dimensions are between 500 and $20 k$ and the underlying mesh has $1 m$ triangles.

In the second experiment, we constructed $1 k, 2 k$, and $10 k$ dimensional subspaces on meshes with a number of triangles in the range of $274 k$ to 2.21 m and measured the time needed for basis construction. Experimental results are summarized in Table 2. As in the first experiment, we observe that the computation time

|  | Sasis construction (in seconds)  <br> Subs. Samp- <br> dim.  |  |  |  | Construct Solve <br> ling |  |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| patches | Total | Sparsity |  |  |  |  |
| \#nnz $U$ | \#nnz $\bar{S}$ |  |  |  |  |  |
| 500 | 1.6 | 82.9 | 168.8 | 253.4 | 80.4 m | 78.3 k |
| 1 k | 1.9 | 84.0 | 125.9 | 211.8 | 80.4 m | 163.0 k |
| 2 k | 2.4 | 80.5 | 126.2 | 209.1 | 80.4 m | 333.0 k |
| 5 k | 3.5 | 77.2 | 152.1 | 232.8 | 80.4 m | 854.5 k |
| 10 k | 5.3 | 80.1 | 182.6 | 267.9 | 80.5 m | 1.7 m |
| 20 k | 8.4 | 103.1 | 283.7 | 395.3 | 80.5 m | 3.5 m |

Table 1: Scalability analysis of our basis construction. Computation times and numbers of non-zero entries (\#nnz) of the matrices storing the basis $(U)$ and the restricted stiffness matrices $(\bar{S})$ for subspaces of different dimension on the Bimba model with 1 m triangles are shown.


Figure 5: Visual comparison of a reference vector fields (blue) and its projection to a $2 k$-dimensional subspace (red). The relative $L^{2}$ approximation error is $1.93 \times 10^{-2}$.
required for the construction of subspaces of different dimension on the same mesh changes only slightly. When comparing the construction time for the different meshes, we observe an increase in computation time that is approximately linear in the number of triangles.

Approximation In addition to the scalability of the basis construction, the approximation quality of the resulting subspace is important. In the first series of experiments, we evaluate the approximation quality by projecting a set of tangential vector fields to the subspace and computing the relative $L^{2}$-norm of the difference between the input field and projected field. For different meshes, we created sets of 50 test fields by placing $10-50$ interpolation con-

| Mesh | \#Faces | Dim. | Basis Construction (in seconds) |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | Sampl. | Patches | Eig.solv. | Total |
| Kitten | 274k | 1k | 0.54 | 18.32 | 38.70 | 57.56 |
|  |  | 2 k | 0.67 | 18.88 | 34.83 | 54.37 |
|  |  | 10k | 1.43 | 22.45 | 45.53 | 69.41 |
| Fertility | 483k | 1k | 1.10 | 35.63 | 64.42 | 101.16 |
|  |  | 2k | 1.33 | 32.52 | 64.97 | 98.82 |
|  |  | 10k | 2.70 | 41.67 | 77.95 | 122.33 |
| Bimba | 1 m | 1k | 1.94 | 83.98 | 125.90 | 211.83 |
|  |  | 2k | 2.41 | 80.48 | 126.20 | 209.09 |
|  |  | 10k | 5.25 | 80.06 | 182.56 | 267.87 |
| Ramses | 1.65 m | 1k | 4.50 | 178.81 | 261.89 | 445.20 |
|  |  | 2k | 5.20 | 168.17 | 222.36 | 395.73 |
|  |  | 10k | 10.70 | 159.61 | 347.29 | 517.61 |
| Isidore <br> horse | 2.21 m | 1k | 5.02 | 213.02 | 366.57 | 584.60 |
|  |  | 2k | 6.10 | 203.36 | 286.89 | 496.35 |
|  |  | 10k | 13.25 | 199.49 | 457.64 | 670.38 |

Table 2: Timings for the constructions of subspaces of different dimension on various meshes are shown. Computation times for farthest point sampling (Sampl.), construction of the local patches and corresponding matrices (Patches), solving the eigenproblems (Eig. solv.), and the total time for all three steps (Total) are shown.

| Mesh | Method | Ours | Bihar- <br> monic | Variant <br> of ours | PatchedGrad- <br> Eigenf. ients |  |
| :--- | :--- | :---: | :---: | :---: | :---: | :---: |
| Arma- | $L^{2}$-proj. | 0.02 | 0.05 | 0.06 | 0.14 | 0.16 |
| dillo | Minim. | 0.04 | 0.21 | 0.11 | 0.25 | 0.48 |
| Chinese | $L^{2}$-proj. | 0.02 | 0.07 | 0.06 | 0.10 | 0.19 |
| Lion | Minim. | 0.03 | 0.18 | 0.09 | 0.18 | 0.46 |
| Fertility | $L^{2}$-proj. | 0.02 | 0.03 | 0.04 | 0.71 | 0.59 |
|  | Minim. | 0.02 | 0.09 | 0.10 | 0.71 | 0.65 |

Table 3: Approximation errors of $L^{2}$-projection of vector fields to a $2 k$-dimensional subspaces and solutions of the optimization problem (8) for subspaces resulting from the proposed subspace construction and four possible alternative constructions.
straints at random locations on the surfaces and using the vector field construction method from [BSEH17] to generate fields interpolating the constraints. For an input field $X$ on the surface, the projection $x$ to the subspace with basis $U$ is defined as the minimizer of the quadratic objective

$$
\begin{equation*}
\|X-U x\|_{M}^{2} . \tag{13}
\end{equation*}
$$

The relative $L^{2}$-error is $\|X-U x\|_{M} /\|X\|_{M}$. Table 3 shows the resulting average errors for 50 test fields on three different meshes. For all three models, the relative $L^{2}$ error using a 2 k -dimensional subspace is 2 percent. Figure 5 shows an overlay of a test field and its projection on the Armadillo mesh. In addition to evaluating the projection error, we also compare the solutions of the optimization problem (8) and solution of the corresponding reduced problem (10). The relative error of the optimization problem is between 2 and 4 percent as listed in Table 3 (rows labeled 'Minim.'). Based on the comparisons to alternatives and variations of our construction, which are discussed in Section 7, we consider this a very good approximation quality.

In the second experiment, we measured how the relative $L^{2}$ approximation error changes with increasing size of the subspace. The test fields were generated in the same way as in the previous experiment. We constructed $500-20 \mathrm{k}$ dimensional subspaces on the Fertility mesh (483k triangles). To set the radii of the geodesic disk, we use equation (12) and set $\sigma=80$ for all spaces. Results are shown in Figure 8. The results illustrate that the approximation error can be reduced when subspaces of higher dimension are used.


Figure 6: Approximations of harmonic fields in subspaces on models with non-trivial genus (Kitten=1 and Fertility=4).


Figure 7: Example showing the placement of singularities in the subspace.

The approximation error will vanish once the subspace dimension equals the dimension of the full space. As increasing the dimension of the subspace causes higher computational cost for constructing the subspace and solving the reduced problems, in practice one needs to find a compromise between expressiveness of the space on the one hand and computational costs on the other hand.

In the third experiment, we tested whether the subspaces of vector fields we construct include approximations of the harmonic fields. On smooth surfaces the harmonic fields are the eigenfields of the Hodge-Laplace operator with vanishing eigenvalue. A surface of genus $g$ has $2 g$ linearly independent harmonic fields. The discrete Hodge-Laplacian (1) is designed such that it preserves this structure and has a $2 g$-dimensional kernel of discrete harmonic fields. We wanted to test whether our subspaces contain approximations of these fields. In our experiments, we obtained $2 g$ approximate harmonic fields with very small, though not vanishing, eigenvalues. Examples of these fields are shown in Figure 6. Additionally, Figure 19 shows plots of the approximate eigenvalues for some meshes, two genus zero meshes and the genus one Kitten model. In the lower left corner, the first eigenvalues are shown. For the Kitten model, the first two values are are the eigenvalues of the approximate harmonic fields.

In the fourth experiment, we evaluated the capabilities of the subspaces to support the placement of singularities. In Figure 7, we show an example of a vector field in a 200-dimensional sub-


Figure 8: The relative $L^{2}$ approximation error for subspaces of different dimension is shown.


Figure 9: Results of an experiment with our adaptive subspace construction. The figure shows (on top left) the Bimba mesh with 1 m triangles and a selected region on the surface, (a) a vector field on the surface, (b) the sampling used for the adaptive subspace construction, (c) an overlay of the vector field in blue and its $L^{2}$ projection to an adaptive subspace in green, and (d) an overlay of the vector field in blue and its $L^{2}$-projection to a uniform subspace in red.
space on which singularities at certain locations on the surface are enforced using the approach discussed in [BSEH18].

Adaptivity To explore the benefits of adaptive subspaces, we conducted an experiment in which a vector field, which has many features concentrated in some area of a surface and almost vanishes away from that region, is projected to a uniform and an adaptive subspace. The adaptive subspace is constructed by rescaling the weights of the dual graph in a region of the surface, which we defined by hand. Results of the experiment are shown in Figure 9. The figure illustrates the benefits of adaptive subspaces for the approximation of the fields. As a quantitative evaluation, we computed the relative $L^{2}$ approximation errors. The adaptive subspace yields a relative $L^{2}$ error of $9.2 \times 10^{-2}$, which compares to $35.2 \times 10^{-2}$ for the uniform subspace.

## 7. Comparisons

During the development of the proposed subspace construction, we implemented and tested various possible alternatives. In this section, we provide some comparisons of the proposed and possible alternative constructions. In addition, we compare our subspace construction with Laplace eigenfields.

Alternative constructions We report approximation results for four alternative constructions in Table 3. The first alternative is to use not only the lowest two eigenfields for every geodesic disk, but more. The column "Variant of ours" shows results for the case that the lowest 10 eigenfields are used for each geodesic disk. In order to get a fair comparison, fewer disks are used in total such that the dimensions of the subspaces are the same. The second alternative is to solve two biharmonic problems on each geodesic disk instead of the eigenproblems. For the biharmonic problems, we set interpolation constraints: we specify a unit vector in the center triangle of the geodesic disk and enforce that the field vanishes for all triangles not in the geodesic disk. The latter constraint implements zero Dirichlet and Neumann boundary conditions for the biharmonic problem.

Two fields are generated by specifying orthogonal vectors in the center triangle. For details on how to solve biharmonic problems with interpolation constraints for tangential vector fields, we refer to [BSEH17]. The results for this construction are listed in the column labeled "Biharmonic". The third construction makes use of radial basic functions on surfaces as described in [NBH18]. The radial basis functions are defined on the surface and are localized. To obtain vector fields from the radial basis functions, we compute the gradients and their co-gradients. This construction is labeled "Gradients" in the table. The fourth alternative also uses the radial basis functions. The idea is to compute two eigenfields of the whole surface and to use the radial basis functions to scale the vectors of the fields. This results in localized fields, which we use as subspace bases. The approximation results for these bases are listed in the column labeled "Patched Eigenf." in the table. The experiments we performed are the same tests as discussed in the paragraph $A p$ proximation of Section 6 . 2 k -dimensional subspaces were used for all tests. In our experiments, the proposed basis construction outperformed the alternative construction by a large margin as also documented in Table 3.

In the second experiment, we computed approximations of the lowest eigenvalues of the Laplace operator in subspaces constructed with the different schemes. For quantitative evaluations, we compare the results to the eigenvalues computed in the full space. Results are shown in Figure 11. Our construction very closely matches the true eigenvalues and outperforms all other constructions. Examples of basis fields resulting from the different constructions are shown in Figure 10. Though at first sight the fields obtained solving a biharmonic problem look similar to the field resulting from the proposed construction. A closer look reveals differences in the scaling of the vectors, which turns out to be important for the performance of the resulting subspaces.


Figure 10: Examples of basis fields resulting from the alternative constructions we compare to in Table 3. For the construction that involves 10 eigenfunctions per geodesic disk ("Variant of ours"), the 3rd, 4th, 9th and 10th eigenfields on a geodesic disk are shown.


Figure 11: Approximation of eigenvalues using various alternatives of locally supported basis functions.

Mesh coarsening In addition to the four alternatives discussed above, we can also use mesh coarsening for constructing subspaces. We compared the performance of the proposed construction to a mesh coarsening scheme that we developed. As for the approximation experiments in Section 6, we evaluated the relative approximation error for $L^{2}$ projection and the residual for the minimization problem (8). Results are shown in Table 4. In all our experiments, the results of the proposed method are significantly better than those of the coarsening approach. Figure 12 illustrates the coarsening-based subspace construction and includes a visual comparison of results obtained with our construction and the coarsening-based construction. The coarsening-based approach starts with coarsening of the mesh. To map a vector field on the coarse mesh to the fine mesh, we find for every triangle on the fine mesh the closest triangle of the coarse mesh and project the vector of the coarse mesh to the plane containing the fine triangle. The


Figure 12: Comparison to a subspace construction based on mesh coarsening. The coarsening approach is illustrated in images (a)(d). For comparison, a smooth tangential field (e) is projected onto the coarsening-based subspace (f), and onto the subspace proposed in this paper $(g)$.
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| Model | Basis | $L^{2}$ Proj. | Mimimization |
| :--- | :--- | :---: | :---: |
| Kitten | Ours | $1.77 \times 10^{-2}$ | $2.75 \times 10^{-2}$ |
|  | Coarsening | $14.8 \times 10^{-2}$ | $48.5 \times 10^{-2}$ |
| CDragon | Ours | $6.67 \times 10^{-2}$ | $3.12 \times 10^{-2}$ |
|  | Coarsening | $25.6 \times 10^{-2}$ | $70.0 \times 10^{-2}$ |
| Fertility | Ours | $1.76 \times 10^{-2}$ | $2.27 \times 10^{-2}$ |
|  | Coarsening | $20.0 \times 10^{-2}$ | $51.2 \times 10^{-2}$ |

Table 4: The comparison of the proposed subspace construction and a possible alternative construction based on mesh coarsening.
images of the canonical basis fields on the coarse mesh provide us with a subspace on the fine mesh.

Laplace eigenbasis To our knowledge, the only alternative construction of subspace of spaces of tangential vector and $n$-vector fields on surfaces are the eigenfields of vector field Laplacians and $n$-field Laplacians. In our experiments, we compared the eigenbases against our construction. The approximation quality of the eigenbases also serves as a baseline as using eigenmodes is a common subspace construction method in other contexts. While lowdimensional subspaces constructed from eigenfields can approximate smooth fields well, the eigenfields are globally supported. This means storing an eigenbasis is expensive as a large dense matrix must be stored. As a result, the eigenbasis cannot compete with the proposed construction in terms of scalability. In addition to storage requirements, the computation of the eigenfield is more costly than the local eigenproblems we need to solve for our construction. Table 5 shows results of our experiments that compare $L^{2}$ approximation error and residuals of the minimization problem (8) as well as the number of non-zero entries of the matrix storing the basis. For our construction the radius of the geodesic balls is set using formula (12) with $\sigma=40$. The results show that an eigenbasis with just 40 eigenfields has similar storage requirement as our basis spanning a 2000-dimensional subspace. Concerning the ap-

| Model \#Faces | Basis Dim. | \#NNZ | $\begin{aligned} & L^{2} \text { proj. } \\ & \text { error } \end{aligned}$ | Minimization |
| :---: | :---: | :---: | :---: | :---: |
| Kitten 274k | 40 | $2.19 \cdot 10^{7}$ | 0.42 | 0.40 |
|  | Eigenf. 250 | $1.37 \cdot 10^{8}$ | 0.06 | 0.06 |
|  | 667 | $3.66 \cdot 10^{8}$ | 0.02 | 0.02 |
|  | Ours 2000 | $2.19 \cdot 10^{7}$ | 0.02 | 0.03 |
| Fertility 483k |  40 $3.87 \cdot 10^{7}$ <br> Eigenf.   <br>  250 $2.42 \cdot 10^{8}$ <br>  667 $6.45 \cdot 10^{8}$ <br> Ours 2000 $3.87 \cdot 10^{7}$ |  | 0.37 | 0.36 |
|  |  |  | 0.21 | 0.21 |
|  |  |  | Mem. b |  |
|  |  |  | 0.02 | 0.02 |
| Bimba 1m | Eigenf. 250 | $8.04 \cdot 10^{7}$ | 0.33 | 0.33 |
|  |  | $5.03 \cdot 10^{9}$ | Mem. bound |  |
|  |  | $1.34 \cdot 10^{9}$ | Mem. bound |  |
|  | Ours 2000 | $8.04 \cdot 10^{7}$ | 0.02 | 0.03 |

Table 5: Comparison to eigenfields. Given the same storage, our locally supported bases outperform the eigenbases. Our method can achieve similar performance while requiring less storage.


Figure 13: Comparison of smooth, curvature-aligned 4-fields computed on different meshes that approximate the same surface using the proposed techniques (top row) and the approach proposed in [JTPSH15].
proximation quality, however, a $2000 d$ subspace resulting from our construction is much better than a $40 d$ space spanned by the lowest eigenfields. To achieve a comparable approximation quality, more than 600 eigenfields are necessary. The storage requirements for such an eigenbasis is more than an order of magnitude higher than for 2000 basis fields computed with our construction.

Comparison to Instant Field Aligned Meshes In this paragraph, we discuss how our approach compares to the approach for realtime $n$-fields design that was introduced in [JTPSH15]. They use an extrinsic energy, which combines fairness of the field and alignment to the surface curvature directions, to guide their $n$-field construction. In a precomputation, a multilevel hierarchy is constructed. Then, for field design, minimization steps with respect to the extrinsic energy are performed on the different levels of the hierarchy from coarse to fine. When used as an interactive design tool, the number of minimization steps per level are fixed in order to get fast responses. Due to the strict time constraint, the number of steps is typically not sufficient for the solver to converge to a minimum. We show a comparison of results in Figure 13. In the shown example, we compute smooth curvature aligned 4-fields on different meshes that approximate the same rockerarm surface. One can see that our approach produces more consistent fields for the different meshes compared to the approach from [JTPSH15]. We refer the reader to [BSEH18] for additional evaluation of the Instant Field Aligned Meshes approach.

## 8. Applications

In this section, we discuss some applications of the proposed subspace construction.

Vector fields design The tangential vector field design approach proposed in [FSDH07] computes fields that are on the one hand smooth and on the other hand align with input data such as strokes
drawn by a user and an input field. This is modeled as a minimization problem similar to problem (8). Computing the minimizer requires solving a sparse linear system, whose size depends on the number of triangles of the surface. For fast solving, a sparse Cholesky factorization of the system is computed once and used for solving the systems. Cholesky updates are applied to update the system's matrix when the user changes the constraints. Though backsubstitution and the Cholesky updates are fast, they still scale with size of the mesh. As a result this approach enables interactive design only for a limited mesh resolution. Moreover, the interaction is limited to those operations that can be treated with Cholesky updates of the system's matrix. In contrast to this, the reduced system (10) is independent of the mesh's resolution. The proposed subspace construction allows the construction of subspaces that are large and therefore provide a rich modeling spaces to designers while keeping the computational cost for solving the reduced systems low. Figure 15 shows results of a modeling session using our approach, on the Antique Head model of $1.3 m$ faces with a $2 k$ dimensional subspace. Our subspace methods provides interactive feedback. Timings are: 45 ms for computing a factorization of the reduced system, which includes the harmonic and biharmonic energies, 1.4 ms for solving a system using the factorization and 23 ms for mapping the reduced coordinates to a vector field on the surface. For comparison, we list corresponding timings for the unreduced system: $43 s$ for computing the sparse factorization and $2.2 s$ for solving a system using the factorization.

Fur design An application of the vector field design is fur editing. We used our subspaces in the fur editing approach proposed in [BSEH17]. Results for a modeling session that involves a Wolf mesh with $1 m$ triangles and a 2000-dimensional subspace are shown in Figure 14. The tools allows to specify hard constraints and a Schur complement approach is used for solving the resulting reduced linear systems. The system requires less than 40 ms for computing a solution when the interpolation constraints are modified.
$n$-field design The $n$-field design approach proposed in [BSEH18] computes fields that minimize a biharmonic energy subject to interpolation constraints imposed by a user. Additionally, a penalty for deviation from an input field can be included to the optimiza-


Figure 14: Interactive vector field editing on the Wolf mesh (left, $1 m$ triangles, $2 k$ dimensional subspace) and the resulting fur rendering (right).


Figure 15: Interactive stroke-based vector field design on the Antique Head model (1.3m triangles, $2 k$ subspace).
tion. The approach requires solving a linear system and a reduction of the problem using eigenfields of the biharmonic energy is discussed in the paper. Since our subspace construction is more efficient for larger meshes and larger subspaces than the eigenbasis, see Section 7, our construction can be used to improve the scalability of the $n$-field design approach. Figure 16 shows results for $n$-fields design using our subspaces. In our experiments, the design tool achieved 30 fps when working with a $2 k$-dimensional subspace on a model with $1 m$ triangles.

Hatching $n$-field design can be used to control the stroke directions of line art renderings. We used our subspaces in combination with the approach for controlling hatchings of surfaces from [BEH18]. The approach uses 2-fields to control hatching directions. The fields are first aligned to the maximum principal curvature directions of the surface. Then, the users can use interpolation constraints to modify the 2-field. Results are shown in Figure 17.


Figure 16: Example of 4-field design with interpolation constraints. Fields can be aligned to the curvature directions (left). Additional interpolation constraints allow users to modify the 4field such that it better aligns to surface features (right). Our tool provides interactive responses when interpolation constraints are added, removed or modified.
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Figure 17: Hatching of the Blade model (390k faces) generated from 2-fields aligned to the maximal principal curvature (left). Modified fields, subject to interpolation constraints (right). The constraints are shown in the middle.

Tensor field smoothing We implemented a tensor field smoothing tool that minimizes a weighted sum of a function penalizing the deviation from the input field and the harmonic and biharmomic energies for tensor fields as fairness energies. The resulting optimization problem is analogous to problem (8). The tool uses our subspace construction to build a subspace and solves the reduced problem. This allows users to interactively adjust the weights for the three terms. To realize this, we precompute the reduced matrices for the three terms during the preprocessing stage, and, in the online stage, we build the weighted sum of the matrices and solve the resulting sparse linear system, whose size equals the dimension of the subspace.

We used the tool for smoothing the shape operator, whose eigenvectors are the principal curvature directions. Results are shown in Figure 18. We found this a useful tool for curvature computations, which usually need to be smoothed and require users to specify how strongly the field should be smoothed. With the tool, users receive immediate feedback when adjusting the smoothing parameters. For example, in the case of the Oil Pump model ( $1.1 m$ faces) shown in Figure 18 , our reduced system (using a $2 k$ dimensional subspace) requires 45 ms to compute a factorization, 1.5 ms to solve using the factorization, and 55 ms to lift the reduced solution to a tensor field defined on the whole surface. For comparison, the timings for solv-


Figure 18: Results of our tensor smoothing tool. Curvatures computed on a mesh with $1 m$ triangles (left). Smoothing results for different parameter settings (middle and right). When parameters are changed, new solutions are computed at interactive rates.


Figure 19: Approximation of eigenvalues of the Hodge-Laplace operator. For different meshes, approximated and reference eigenvalues are shown.
ing the unreduced system are: $49 s$ to compute a factorization and $2.7 s$ to solve using the factorization. We want to emphasize that many operations, such as changing the weights for the harmonic or biharmonic energy, require computing a new factorization as the system's matrix changes.

While we show an example, in which the user can only modify the weights, a more sophisticated interactive tool that allows users to specify different weights for different areas of the surface can be realized in a similar way. Another possible extension of this smoothing method would be a fast non-linear smoothing scheme that iteratively solves linear systems in the subspace.

Laplace spectrum Our subspaces can be used to efficiently compute approximations of the eigenvalues and eigenfields of Laplace operators. For computing approximations of $m$ eigenfields, we construct a $2 m$-dimensional subspace and compute the restricted eigenvalue problem in the subspace. This technique has been recently introduced for the case of eigenfunction of the Laplace-Beltrami operator in [NBH18]. We refer to this paper for a description of the reduced eigenvalue problem, which is analogous to the reduced eigenvalue problem for eigenfields. Table 6 compares timings for solving the reduced and unreduced eigenproblems. Figure 19 compares the reference and approximated eigenvalues.

| Model | Faces | Basis | Red. <br> Syst. | Solve <br> Eigenp. | Ref. | Speed <br> up |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: |
| Armadillo | 86 k | 9 | 3.5 | 3.4 | 419 | 26.1 |
| Ch.Dragon | 255 k | 42 | 10.1 | 3.3 | 1376 | 25.0 |
| Fertility | 483 k | 99 | 17.7 | 3.4 |  | Mem. |
| Ramses | 1.6 m | 401 | 84.4 | 3.3 |  | Inf. |
| Neptune | 4.0 m | 1200 | 212.6 | 4.8 | bound | Inf. |

Table 6: Timings (in seconds) for the approximation of 500 eigenfields are shown (3-5th) columns). For comparison timings for computing the unreduced reference eigenvalues (6th column) using MATLAB's sparse eigensolver are shown.

## 9. Conclusion

We introduce a construction of subspaces of tangential vector, $n$ vector, and tensor fields that is scalable and results in subspaces that can approximate smooth fields well. The construction can easily be extended to a construction of adaptive subspaces. We experimentally evaluate the approach and justify our construction by comparing it to possible alternative constructions. Finally, we discuss applications of our approach.

Challenges and limitations Our goal is to develop the techniques that enable interactive field design and processing tools that work on large meshes. The proposed subspace construction takes a step in this direction by enabling us to decouple the resolution of the meshes from the degrees of freedom used for the design and processing problems. In this work, we limit our focus to optimization problems with quadratic objectives. For more general problems, additional techniques need to be developed that allow us to approximate the objective and its gradients at a cost that does not depend on the mesh resolution. Developing such techniques for field design and processing problems poses interesting challenges that are beyond the scope of this paper. Another potential use of the proposed fields would be to build subspaces for a multilevel solver for problems involving tangential fields. Due to the scalability of our approach, it could be used to build subspaces of different resolution in which systems are solved and solutions are propagated. Finally, our approach could be extended to include more sophisticated boundary conditions for the eigenvalue problems we use for field construction. For example, boundary conditions that fit to the Hodge decomposition of vector fields have been proposed in [PP16].
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## A. Construction of the tensor field Laplacian

In this section, we provide details on the construction of the tensor field Laplace operator that is introduced in Section 3. We describe the construction at the example of second-order symmetric $(1,1)$ tensors. For other types of tensors, the Laplacians are constructed analogously. The tensor fields we consider are constant in every triangle of the surface mesh.

Transport of tensor We fix the coordinate system in every triangle by taking the first oriented normalized edge vector as the $x$-axis and the 90 -degree rotated edge vector as the $y$-axis. Let $A$ be the matrix representing a tensor in a triangle $T_{i}$. We want to transport the tensor to triangle $T_{j}$. In the case that the $x$-axes of the local coordinate systems in both triangles $T_{i}$ and $T_{j}$ are aligned with common edge $e_{i j}$, the transport is simply the identity. In general, this is not the case. Then, to transport $A$ from $T_{i}$ to $T_{j}$, we first transform the tensor in $T_{i}$ to the $e_{i j}$-aligned coordinate system in $T_{i}$. Let $R_{i}$ be the rotation matrix that maps the coordinates of vectors in the coordinate system in $T_{i}$ to the coordinates of the vectors in the $e_{i j}$-aligned coordinate system. Then the transformation of $A$ is $R_{i} A R_{i}^{T}$. The transport of $R_{i} A R_{i}^{T}$ to the $e_{i j}$-aligned coordinate system in $T_{j}$ is the identity. Finally, we transform to the non $e_{i j}$-aligned coordinate system in $T_{j}$. Denoting the rotation matrix that transforms the coordinates in $T_{j}$ to the $e_{i j}$-aligned coordinate system by $R_{j}$, the transported tensor in the coordinate system of $T_{j}$ is $R_{j}^{T} R_{i} A R_{i}^{T} R_{j}$.

Mandel-Voigt notation When working with a linear operators on tensor fields, it is convenient to represent the tensors as vectors instead of matrices. Any matrix representing a symmetric $(1,1)$ tensor is a linear combination of the three matrices

$$
\left(\begin{array}{ll}
1 & 0  \tag{14}\\
0 & 0
\end{array}\right), \quad\left(\begin{array}{ll}
0 & 0 \\
0 & 1
\end{array}\right), \quad \text { and } \quad\left(\begin{array}{cc}
0 & 1 / \sqrt{2} \\
1 / \sqrt{2} & 0
\end{array}\right)
$$

which are orthonormal with respect to the Frobenius norm. The vector $a$ that stacks the coefficients of a symmetric matrix $A$ with
respect to the three matrices (14),

$$
A=\left(\begin{array}{ll}
a_{1} & a_{2}  \tag{15}\\
a_{2} & a_{3}
\end{array}\right) \mapsto a=\left(\begin{array}{c}
a_{1} \\
a_{3} \\
\sqrt{2} a_{2}
\end{array}\right)
$$

is called the Mandel-Voigt representation of the matrix $A$.
Transport in Mandel-Voigt notation To write the tensor field Laplacian in Mandel-Voigt representation, we need to describe the transport of tensors in this representation. Let $G=R_{i}^{T} R_{j}$, then the transport of $A$ is given by $G^{T} A G$. We want to find the matrix $P \in \mathbb{R}^{3 \times 3}$ such that for any tensor $A$ with Mandel-Voigt representation $a, P a$ is the Mandel-Voigt representation of $G^{T} A G$.

Let $G=\left(\begin{array}{ll}g_{1} & g_{2} \\ g_{3} & g_{4}\end{array}\right), A=\left(\begin{array}{ll}a_{1} & a_{2} \\ a_{2} & a_{3}\end{array}\right), B=G^{\boldsymbol{\top}} A G$, and $b$ the Mandel-Voigt representation of $B$. Then,

$$
\begin{align*}
B & =G^{\top} A G \\
& =\left(\begin{array}{ll}
g_{1} & g_{3} \\
g_{2} & g_{4}
\end{array}\right)\left(\begin{array}{ll}
a_{1} & a_{2} \\
a_{2} & a_{3}
\end{array}\right)\left(\begin{array}{ll}
g_{1} & g_{2} \\
g_{3} & g_{4}
\end{array}\right)  \tag{16}\\
& =\left(\begin{array}{cc}
g_{1}{ }^{2} a_{1}+2 g_{1} g_{3} a_{2}+g_{3}^{2} a_{3} & g_{1} g_{2} a_{1}+\left(g_{2} g_{3}+g_{1} g_{4}\right) a_{2}+g_{3} g_{4} a_{3} \\
g_{1} g_{2} a_{1}+\left(g_{2} g_{3}+g_{1} g_{4}\right) a_{2}+g_{3} g_{4} a_{3} & g_{2}^{2} a_{1}+2 g_{2} g_{4} a_{2}+g_{4}^{2} a_{3}
\end{array}\right) .
\end{align*}
$$

In Mandel-Voigt notation

$$
\begin{align*}
b & =\left(\begin{array}{c}
g_{1}^{2} a_{1}+2 g_{1} g_{3} a_{2}+g_{3}{ }^{2} a_{3} \\
g_{2}^{2} a_{1}+2 g_{2} g_{4} a_{2}+g_{4}{ }^{2} a_{3} \\
\sqrt{2}\left(g_{1} g_{2} a_{1}+\left(g_{2} g_{3}+g_{1} g_{4}\right) a_{2}+g_{3} g_{4} a_{3}\right)
\end{array}\right)  \tag{17}\\
& =\left(\begin{array}{ccc}
g_{1}{ }^{2} & g_{3}{ }^{2} & \sqrt{2} g_{1} g_{3} \\
g_{2}{ }^{2} & g_{4}{ }^{2} & \sqrt{2} g_{2} g_{4} \\
\sqrt{2} g_{1} g_{2} & \sqrt{2} g_{3} g_{4} & g_{1} g_{4}+g_{2} g_{3}
\end{array}\right)\left(\begin{array}{c}
a_{1} \\
a_{3} \\
\sqrt{2} a_{2}
\end{array}\right)  \tag{18}\\
& =P a \text {. } \tag{19}
\end{align*}
$$

Laplacian for tensor fields A benefit of using the Mandel-Voigt representation is that the transport of tensors is realized by matrix multiplication. This gives the tensor field Laplacian (2) a structure that is similar to the usual structure of discrete Laplace operators. Let $P_{i j} \in \mathbb{R}^{3 \times 3}$ denote the matrix realizing the transport of tensors from triangle $T_{i}$ to $T_{j}$. Then the tensor field Laplacian in MandelVoigt notation is

$$
\begin{equation*}
(\Delta a)_{i}=\frac{1}{m_{i}} \sum_{j \in N_{i}} w_{i j}\left(a_{i}-P_{j i} a_{j}\right) \tag{20}
\end{equation*}
$$

A matrix representation of the Laplace operator can be obtained by collecting the $w_{i j}$ and $P_{i j}$ in a stiffness matrix $S$ and the $m_{i}$ in a diagonal mass matrix $M$.

