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Figure 1: High-quality shadows generated using a single shadow map with a resolution of 256k × 256k. The shadow map is efficiently stored as a compressed merged multiresolution hierarchy. The top-right inset visualizes the hierarchy depth for traditional MH-based compression [SBE16]. Our representation (bottom-right) merges redundant subtrees (indicated in red) and reduces the required memory from 38.43 MB down to 23.77 MB (61.8%) compared to the previous approach while maintaining full run-time performance.

Abstract

Multiresolution Hierarchies (MH) and Directed Acyclic Graphs (DAG) are two recent approaches for the compression of high-resolution shadow information. In this paper, we introduce Merged Multiresolution Hierarchies (MMH), a novel data structure that unifies both concepts. An MMH leverages both hierarchical homogeneity exploited in MHs, as well as topological similarities exploited in DAG representations. We propose an efficient hash-based technique to quickly identify and remove redundant subtree instances in a modified relative MH representation. Our solution remains lossless and significantly improves the compression rate compared to both preceding shadow map compression algorithms, while retaining the full run-time performance of traditional MH representations.

Categories and Subject Descriptors (according to ACM CCS): I.3.7 [Computer Graphics]: Three-Dimensional Graphics and Realism—Color, shading, shadowing, and texture, I.4.2 [Computer Graphics]: Compression (Coding)—Exact coding

1. Introduction

Real-time high-quality shadows are still a challenge for today’s rendering applications. A recent trend is to precompute and compress high-resolution shadow maps [Wil78]. This approach generates high-quality shadows for static environments and, in contrast to traditional techniques (e.g., light maps), allows for shadow casting on dynamic receivers. Only shadows from dynamic objects have to be handled with traditional shadow techniques. The precomputed shadow map is typically of very high resolution (up to
1024\(\times 1024\) texels), making compression a necessity. These solutions should not alter the shadow test results and provide efficient run-time access.

Most shadow map compression techniques build upon a well-known observation: in a shadow map, any arbitrary depth value within the interval defined by the entry and exit point of an occluding object can be used for a conservative depth test if the object is watertight and never seen from the inside [Woo92]. Therefore, each texel in a shadow map corresponds to an interval of possible values which can represent it, a concept usually referred to as dual shadow maps [Woo03]. By exploiting this property, specialized shadow map compression algorithms achieve significantly higher compression rates than traditional lossless image compression.

Currently, multiresolution hierarchies (MH) achieve the highest compression rates [SBE16] while supporting real-time shadow evaluation. Starting with a dual shadow map, the algorithm derives an extremely sparse hierarchical representation by exploiting the similarities of depth intervals in homogeneous regions. The sparse hierarchy is encoded in a compressed quadtree representation. As every level in the hierarchy encodes a complete shadow map, hierarchical filtering is naturally supported.

Directed Acyclic Graphs (DAG) [KSA13] are another compact representation for high-resolution shadow information. Instead of storing a shadow map, DAGs encode a voxelized representation of the depth test results for discrete points in the scene [SKOA14, KSA15]. The information is stored in a sparse voxel octree, and compression is further achieved by merging equal tree structures. Since each node in a DAG simply encodes the state for the light source for a given texel can be stored in a shadow map without affecting the result. Dual shadow maps capture this concept by representing per-texel allowable depth intervals as a pair of depth maps representing minimum and maximum valid depths. Since only points outside closed objects are ever tested during shadow mapping, any value inside the first closed object as seen from the light source for a given texel can be stored in a shadow map without affecting the result. Dual shadow maps capture this concept by representing per-texel allowable depth intervals as a pair of depth maps representing minimum and maximum valid depths.

2. Related Work

Shadow maps have been around in computer graphics for decades and many techniques address their shortcomings (e.g., [WSP04, PWC09, SYF13]). In this section, we primarily discuss previous work on image compression and specialized shadow compression algorithms. For a more general and detailed review of shadow algorithms, we refer the reader to the surveys of Eisemann et al. [ESA11] and Woo et al. [WP12].

2.1. Texture compression

Image compression techniques are abundant; two widespread algorithms are the JPEG [PM92] and PNG [Bou97] standards. Traditional techniques often do not provide efficient random-access to the data, i.e., they require to decode larger parts or the whole image at once, which prohibits their use for real-time applications. In the context of real-time rendering, several GPU-supported compression formats that allow random-access queries exist, such as S3TC [INH99], ETC [SAM08], ASTC [NLP12] and others. While these methods work well for texture and normal maps, they are lossy and encoding an image with these techniques results in a globally bounded per-texel error. In the context of shadow map compression, it is necessary to ensure that the result of the depth test is always correct in order to avoid artifacts and thus, lossy techniques are not suitable. Although lossless compression methods based on decomposition and block-based matching exist [HC07], they achieve very modest results compared to specialized shadow map compression methods that can exploit per-texel error margins.

2.2. Shadow map compression

In order to alleviate biasing problems in shadow mapping, Weiskopf and Ertl [WE03] introduced the concept of dual shadow maps. Since only points outside closed objects are ever tested during shadow mapping, any value inside the first closed object as seen from the light source for a given texel can be stored in a shadow map without affecting the result. Dual shadow maps capture this concept by representing per-texel allowable depth intervals as a pair of depth maps representing minimum and maximum valid depths.

Compressed Shadow Maps In their seminal work for shadow map compression, Arvo et al. [AH05] proposed the use of dual shadow maps to exploit the fact that consecutive texels in a scanline have very similar depth intervals in homogeneous shadow-map regions. Consequently, each scanline can be decomposed into a piecewise-linear function that respects the per-texel depth intervals. Only relatively few segments have to be stored for representing a scanline, leading to significant compression rates. However, the homogeneity is only exploited along a single dimension and filtering typically requires the traversal of several scanlines.

Multiresolution Hierarchies MH-based shadow map compression [SBE16] exploits local homogeneity in shadow maps by creating a sparse decomposition of a dual shadow map. The algorithm recursively groups four neighboring texels together in the same fashion as traditional mip-maps. However, each texel does not represent a single value but a depth interval instead, and the algorithm finds the largest subset of texels with intersecting intervals for each group. The subset is then represented at a lower resolution by the intersection interval of all texels in the subset and only the remaining texels which are not in the subset need to be stored explicitly. Initially, this procedure starts at the high-resolution dual
shadow map and effectively sparsifies it in favor of a common lower-resolution representation, thus reducing the memory requirements. The sparsification is then recursively performed again at every decreasing resolution representation until a single texel level is reached (Fig. 2). This repeated sparsification process exploits neighboring homogeneity and per-texel allowable depth intervals to replace large homogeneous regions of the original high-resolution dual shadow map by a single representative.

Finally, each depth interval is replaced with a single representative value (usually the midpoint of the interval), and the structure is encoded in a sparse quadtree for fast run-time evaluation on the GPU. The resulting quadtree contains one node per remaining value in the sparse decomposition, and adds special empty inner nodes to preserve connectivity. At run-time, the value for a specific texel is retrieved by traversing the quadtree top-down, following the path defined by the location of the texel, and returning the value of the deepest non-empty node.

As is common practice, each inner node of the quadtree contains a single pointer to its first child node, and all sibling nodes are stored consecutively in memory. To further reduce memory requirements, the pointers are compressed using the method proposed by Lefebvre et al. [LH07]. Their approach is based on the insight that serializing the nodes using a depth-first order leads to small distances between nodes at lower levels of the hierarchy. Since these levels typically contain the larger number of nodes, pointers can be replaced with (positive) offsets in the serialized layout, which can be encoded using fewer bits. The growing offsets for the coarser levels of the hierarchy are alleviated by introducing an additional offset scale for each level and, if necessary, a padding in the memory layout. Each level $l$ of the tree has an associated scaling factor $s(l)$, and the offset $o$ of a node is multiplied by the scaling factor during evaluation to retrieve the actual address $(s(l) \times o)$ at which the children are located. Hereby, the final serialized quadtree uses only 16 bits per offset, which along with a 32-bit depth value, an 8-bit flag for the children, and 8 bits of padding leads to an inner node size of 64 bits. Since empty inner nodes do not store depth values, they are represented using 32 bits.

**Directed Acyclic Graphs** A DAG is a special type of sparse voxel octree [LK10] where matching subtrees are merged and only one instance of them is kept in the structure. The DAG method was first introduced for geometry [KSA13] and later extended to encode precomputed static, voxelized shadow information of a scene [SKOA14, KSA15]. During construction, a dictionary of existing subtrees in the structure is kept. Before adding a new subtree to a DAG, the dictionary is checked to see if a matching subtree is already present, and if so, the new subtree is replaced by a pointer to the existing one. This procedure exploits structural similarity and creates a very sparse representation for data sets that contain repeating patterns, such as typical computer-generated scenes (Fig. 3).

Despite their ability to greatly reduce memory requirements for 1-bit or 2-bit values, DAGs are not well suited for compressing more complex data, since equal subtrees become scarce. State-of-the-art approaches in this area [DKB16] require heavy quantizing of data in order to obtain acceptable results, which is incompatible with the lossless constraint of shadow map compression. Hence, the DAG algorithm cannot be directly applied for merging subtrees of nodes representing depth intervals or full 32-bit precision values.

3. Merged Multiresolution Hierarchies

Our goal is to create a structure that can capture both the hierarchical similarities exploited by MH representations as well as the non-hierarchical similarities exploited by DAG representations. We propose to merge subtrees of an MH quadtree if we find that they (a) exhibit the same structure and (b) each corresponding pair of non-empty nodes have matching depth intervals. If both conditions are met, we can select one of the subtrees and replace its depth intervals for each node with the intersection of the corresponding nodes in the other trees. Then we will remove all other repeating occurrences and replace them with references to the modified subtree. This allows us to remove redundant subtrees from the hierarchy without violating the bounds of the dual shadow map.

In order to be able to merge similar structures at different depths, we change the MH representation to represent depth values relative to their parent node. For every node in the hierarchy, we subtract the mid-interval value of the parent from the interval bounds of the children. Since the mid-interval value will be stored in the final serialized quadtree, the original absolute value for a node is recovered by summing the depth values along a traversal path (Alg. 1). Changing the traditional MH representation from an absolute one...
to a relative one, does not increase evaluation times since all the ancestors of a node have to be visited anyways during the top-down tree traversal. Having subtree values relative to their parent nodes is beneficial, because it allows structurally similar subtrees at different levels of the hierarchy to be potentially merged.

A major task is to identify and match redundant subtrees in the hierarchy. Unfortunately, this task is not as straightforward as in the case of DAGs, where subtrees are only mergeable if they are identical. Subtrees in a MH representation can potentially have very different depth intervals, but are still mergeable as long as an intersection for each pair of corresponding nodes and their intervals exists. Hence, building a dictionary of MH subtrees is not enough to capture similarity; we need to compare each corresponding depth interval between subtrees to establish mergeability. Further, multiple combinations for merges exist frequently, rendering this task a combinatorial problem.

High resolution MHs may contain potentially millions of subtrees and comparing each possible pair is infeasible in practice. We restrict matching of subtrees to pairs of equal topology, which allows us to define clear partitions of subtrees. Although cases exist where a subtree is mergeable with another subtree of larger topology, these cases are unusual and would result in increased evaluation times for the replaced smaller topology branch. We propose a two-step approach to greatly reduce the number of tests and efficiently find small sets of similar subtrees.

The overview of our technique is as follows. We start by creating the high-resolution dual shadow map, which defines the per-texel depth intervals, via depth-peeling; this represents the highest resolution level of the initial MH. Then, we iteratively sparsify each level in a bottom-up manner and create a quadtree representation, as proposed by Scandolo et al. [SBE16]. The depth intervals for each node are kept as auxiliary information, and we convert them to a relative representation as explained earlier.

In the next step, we use a hash-based technique to partition the set of all inner nodes according to the topology of their descendants (Sec. 3.1). We then perform the pair-wise matching solely between elements in the hash collision lists, hereby enforcing comparisons only between trees of matching topology (not necessarily at the same depth in the hierarchy). Fig. 5 illustrates this procedure. To reduce the number of tests further, we restrict comparisons within each collision list to local areas by inserting elements following a spatial ordering. To accelerate the pair-wise subtree matching, we introduce an interval-based rejection test (Sec. 3.2). Finally, we discuss how to perform the final serialization step while taking into account the presence of merged subtrees (Sec. 3.3).

### 3.1. Hashing

Given an inner node (empty or full) in the initial MH quadtree structure, its child pointer always indicates the first existing child node in memory. All siblings of a child node lie consecutively in memory and the parent node contains a flag byte that is used to indicate every child’s existence and type (full inner node, empty inner node, or leaf node). Since each group of 4 sibling nodes is packed consecutively in memory, the subtrees we merge have a 4-node pack at their root level (see Fig. 5). Hence, each subtree has exactly one parent node, whose child pointer indicates the first node in the 4-node root level. If two subtrees can be merged, we redirect the pointer in one of their parents to the other subtree.

Testing all subtree combinations is impractical due to the very large quantity of them present in an MH. We therefore assign a hash code for each subtree, which we store in their parent node, such that potential merge candidates collide when inserted in a hash table. We then only need to test node pairs in the same collision lists.

The hash encodes the topology of a subtree by involving the flags of all its nodes. Note that the parent node type does not have to match for two subtrees to be compatible, since the parent node is not part of the subtree. Further, we only match subtrees of the same height, and thus we keep a separate hash table for each subtree height to avoid collisions. We insert each node into its corresponding hash table, according to the hash code stored in it. This allows us to keep a reference to the subtree parent in order to redirect its child pointer if a merge candidate is found. Hence, after each node has been inserted into the hash table corresponding to its height,
and thus we propose a local matching scheme to keep the run-time of the algorithm impractical, due to the number of nodes. This would lead to a creation time that is quadratic with respect to the overall tests by a local matching and speed up the individual pair-wise tests by an early rejection test.

Local matching Testing all possible subtree pairs in a collision list would lead to a creation time that is quadratic with respect to the number of nodes. This would render the algorithm impractical, and thus we propose a local matching scheme to keep the run-time bounded. Having used a depth-first insertion, the nodes in each collision list correspond to spatially-close neighborhoods. It is likely to find matches between elements close in the list as they tend to be located nearby similar features. In consequence, we limit the testing of a node to a certain distance within a collision list. In our experiments, a distance limit of 1000 entries provided a good trade-off between compression and construction time. Furthermore, increasing this limit further will eventually lead to testing subtrees that cannot be merged since their distance in the final structure will be too large to represent as an offset pointer. We discuss the influence of this parameter further in Sec. 4 and show that the usage of local matching decreases compression only slightly while reducing the run-time of the algorithm by several orders of magnitude.

Early Rejection When testing two subtrees for merge compatibility, all of their nodes and depth intervals need to be compared. While this process can become costly, specially for large trees, a single mismatch is enough to stop the comparison. Hence, we introduce a fast early rejection test. For our rejection test, we aggregate information about the depth intervals of each subtree and store it in their parent node. This is done during the previously described bottom-up traversal that computes the hash codes of each subtree. We exploit the observation
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Subtree Merging Once a pair of compatible subtrees has been found, we have to decide which one to remove and which one to keep. We apply a simple rule and always remove the one that appears earlier in the collision list. The reason is that the serialized quadtree uses positive offsets instead of full pointers, and removing the earlier subtree avoids a negative offset. The depth intervals for each subtree are modified to intersect the union of all intervals in the other subtree. In order to test this property, we keep track of the lowest and highest minimum and maximum depth of all node intervals for each subtree. If the highest minimum depth of a subtree is higher than the highest maximum of another subtree, at least one node exists in the first tree without an intersection with any node in the second one. The same is true if the lowest maximum depth of a subtree is lower than the lowest minimum of another subtree. Fig. 6 provides a graphical example of this test. In both cases, merging the two subtrees can be immediately rejected if the test fails.
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Subtree Merging Once a pair of compatible subtrees has been found, we have to decide which one to remove and which one to keep. We apply a simple rule and always remove the one that appears earlier in the collision list. The reason is that the serialized quadtree uses positive offsets instead of full pointers, and removing the earlier subtree avoids a negative offset. The depth intervals for each subtree are modified to intersect the union of all intervals in the other subtree. In order to test this property, we keep track of the lowest and highest minimum and maximum depth of all node intervals for each subtree. If the highest minimum depth of a subtree is higher than the highest maximum of another subtree, at least one node exists in the first tree without an intersection with any node in the second one. The same is true if the lowest maximum depth of a subtree is lower than the lowest minimum of another subtree. Fig. 6 provides a graphical example of this test. In both cases, merging the two subtrees can be immediately rejected if the test fails.

Alg. 3 summarizes the matching algorithm. Note that the outer loop over each element in the collision list proceeds in back-to-front order. This ensures that each subtree indexed by the outer loop is not already merged, thus allowing us to safely merge it with another subtree if we find a suitable match.

3.3. Serialized Tree Creation

Once the subtree matching is completed and redundant subtrees are marked in the hierarchy, we perform the quadtree serialization. While the original serialization applied a single depth-first order traversal, our altered serialization requires two passes through the hierarchy. The reason is that to correctly encode the redirected child pointers, we need to know the final position of a subtree in the serialized representation. To this extent, we perform a first pass where we only compute the final position of all nodes in the serialized representation. In the second pass, we write the serialized structure and use the previously computed positions to assign the correct offset to the nodes that were marked as merged.

Offset scaling After the merging process, each inner node contains a pointer to a subtree, which might be shared by several nodes. These pointers will be represented in the form of 24-bits offsets into the serialized quadtree. The original MH quadtree used 16 bit offsets and added 8 bits of padding. In our case, merged subtrees may be very distant in the final serialized quadtree layout, and therefore we use the padding bits to increase the offset size to 24 bits.

Two nodes at different levels in the quadtree might share the same subtree, since subtrees are merged according to their topology and depth intervals, and not their position in the final structure (see Fig. 5). This means that during the quadtree traversal, the same subtree may be encountered at two different levels. Consequently, we need to ensure the offset scaling factors of those levels are the same. Fortunately, the quadtree depth-first order ensures that the scale factor will always be one for the lower levels; imagine a complete quadtree, then the first 12 levels \((4^{12} = 2^{24})\) contain only parent nodes whose offset to the children will fit into 24 bits. Therefore, we restrict merge operations to the lowest 12 levels to ensure that all merged nodes are at levels with scale one. Since the lowest tree levels typically contain most of the nodes, very little compression is lost by this restriction.

To ensure that all merged subtrees use unscaled offsets and fit in 24 bits, we determine whether there is a risk to exceed this bound during each merge test. We compute a conservative bound on the number of required bits for the resulting offset and forbid the merging operation if it is too large. This bound is the distance within the original (unmerged) quadtree as computed in \([SBE16]\), since our merging algorithm can only cause a decrease in this offset.

4. Results

We implemented our approach using C++ with multi-threading support and CUDA. The unmerged parts of the MH construc-
Table 1: Size comparison in MB for MH-based compression [SBE16], DAG-based compression [KSA13], and MMH-based compression for our four test scenes and varying shadow map resolutions.

<table>
<thead>
<tr>
<th>Scene</th>
<th>4K²</th>
<th>16K²</th>
<th>64K²</th>
<th>256K²</th>
</tr>
</thead>
<tbody>
<tr>
<td>Closed City</td>
<td>DAG 0.62</td>
<td>3.40</td>
<td>14.90</td>
<td>60.46</td>
</tr>
<tr>
<td></td>
<td>MH 0.41</td>
<td>2.10</td>
<td>9.33</td>
<td>38.43</td>
</tr>
<tr>
<td></td>
<td>Ours 0.30</td>
<td>1.43</td>
<td>5.80</td>
<td>23.73</td>
</tr>
<tr>
<td>Cityscape</td>
<td>DAG 0.94</td>
<td>3.94</td>
<td>16.38</td>
<td>63.34</td>
</tr>
<tr>
<td></td>
<td>MH 0.60</td>
<td>2.73</td>
<td>11.53</td>
<td>47.07</td>
</tr>
<tr>
<td></td>
<td>Ours 0.40</td>
<td>1.67</td>
<td>6.83</td>
<td>27.71</td>
</tr>
<tr>
<td>Villa</td>
<td>DAG 1.78</td>
<td>9.27</td>
<td>39.70</td>
<td>166.47</td>
</tr>
<tr>
<td></td>
<td>MH 0.88</td>
<td>5.01</td>
<td>23.61</td>
<td>101.52</td>
</tr>
<tr>
<td></td>
<td>Ours 0.63</td>
<td>3.62</td>
<td>17.36</td>
<td>74.11</td>
</tr>
<tr>
<td>Ship</td>
<td>DAG 2.01</td>
<td>8.66</td>
<td>35.57</td>
<td>153.67</td>
</tr>
<tr>
<td></td>
<td>MH 1.11</td>
<td>5.64</td>
<td>24.57</td>
<td>102.36</td>
</tr>
<tr>
<td></td>
<td>Ours 0.82</td>
<td>3.83</td>
<td>16.34</td>
<td>67.64</td>
</tr>
</tbody>
</table>

Table 2: Creation time comparison in seconds of the MH-based compression [SBE16], DAG-based compression [KSA13], and MMH-based compression for our four test scenes and varying resolutions for the Closed City and Ship test scenes.

<table>
<thead>
<tr>
<th>Scene</th>
<th>4K²</th>
<th>16K²</th>
<th>64K²</th>
<th>256K²</th>
</tr>
</thead>
<tbody>
<tr>
<td>Closed City</td>
<td>DAG 0.098</td>
<td>0.53</td>
<td>4.88</td>
<td>65.23</td>
</tr>
<tr>
<td></td>
<td>MH 0.27</td>
<td>1.24</td>
<td>5.80</td>
<td>56.17</td>
</tr>
<tr>
<td></td>
<td>Ours 0.37</td>
<td>1.59</td>
<td>8.72</td>
<td>72.54</td>
</tr>
<tr>
<td>Ship</td>
<td>DAG 0.12</td>
<td>0.67</td>
<td>6.16</td>
<td>78.74</td>
</tr>
<tr>
<td></td>
<td>MH 0.31</td>
<td>1.59</td>
<td>7.08</td>
<td>69.30</td>
</tr>
<tr>
<td></td>
<td>Ours 0.54</td>
<td>3.1</td>
<td>15.6</td>
<td>109.9</td>
</tr>
</tbody>
</table>

Table 3: Early rejection statistics showing the effectiveness of each individual test during the examination of node pairs. Note that the rejection criteria are given in the order that they are performed in the implementation, e.g., a pair rejected for interval mismatch will never be tested for offset incompatibility.

<table>
<thead>
<tr>
<th>Scene</th>
<th>Resolution</th>
<th>Offset too large</th>
<th>Full test rejection</th>
</tr>
</thead>
<tbody>
<tr>
<td>Closed City</td>
<td>16K²</td>
<td>67.2 %</td>
<td>0.00 %</td>
</tr>
<tr>
<td></td>
<td>256K²</td>
<td>63.5 %</td>
<td>11.9 %</td>
</tr>
<tr>
<td>Cityscape</td>
<td>16K²</td>
<td>64.8 %</td>
<td>0.28 %</td>
</tr>
<tr>
<td></td>
<td>256K²</td>
<td>61.94 %</td>
<td>13.51 %</td>
</tr>
</tbody>
</table>

5. Conclusion

We introduced the concept of **Merged Multiresolution Hierarchies** for compact representation of extremely high-resolution shadow maps. Our method provides a novel way of fusing the existing MH-based and DAG compression algorithms, which allows simultaneous exploitation of hierarchical and topological similarities leading to significantly higher compression rates. The memory foot-
print of our compressed representation is up to 40% smaller compared to previous techniques, while maintaining full run-time performance. We proposed an efficient construction scheme based on a hash-based strategy addressing the issue of raised complexity due to more sophisticated subtree merging constraints. Our approach can be used to speed-up shadow computations in real-time graphics applications and enables the use of highly detailed and complex static shadow casters.
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Figure 8: Compressed size vs. subtree merging time for varying local search distances in the CLOSED CITY and VILLA scenes at 64k resolution. The graph shows the diminishing returns of larger distances during the pair matching of subtrees. The green line shows the minimum attainable size, resulting from an infinite search distance. A reasonable trade-off between final size and creation time can be achieved using search distances between 500 and 1000.