An Interactive Information Visualization Approach to Physically-Based Rendering

Gerard Simons¹, Marco Ament², Sebastian Herholz³, Carsten Dachsbacher², Martin Eisemann¹, ⁴, and Elmar Eisemann¹

¹ TU Delft, Netherlands, ² Karlsruhe Institute of Technology, Germany, ³ Tübingen University, Germany, ⁴ TH Köln, Germany

Abstract
In this work, we present a novel information visualization tool to gain insight into the light transport in a physically-based rendering setting. The tool consists of a sampling-based data reduction technique, an extended interactive parallel coordinates plot providing an overview of the attributes linked to each light sample, 2D and 3D heat maps to represent different aspects of the rendering process, as well as a three-dimensional view to display and animate the light path transportation throughout the scene. We show several applications including differential light transport visualization for scene analysis, lighting and material optimization, reduction of rendering artifacts, and user-guided importance sampling.

1. Introduction
Interactive feedback in a rendering system is important for lighting planners or rendering engineers to observe the effects of changes to the scene. Advertisement, and movie production focus on lighting design for mostly aesthetic purposes. Automotive engineering search advanced lighting systems to properly illuminate the environment, while not blinding opposing traffic. In architecture, lighting environments are designed for comfort or follow legal requirements of work environments [Rel]. Biologists optimize plant illumination to improve photosynthesis. All these applications require physically-based light transport (PBLT) [Kaj86], the industry standard for synthesizing realistic images, which can take hours of compute time per image.

Research on adapting general and established visualization tools to support users in light design is in its infancy and existing approaches are often limited to very specific scenarios. The intended users of our approach are rendering engineers who are facing challenges, such as finding out how light is distributed in a scene, and how it is influenced by certain objects, finding scene parts that cause significant noise in the final PBLT image [KKG⁺14], or they need to steer the computation to improve rendering convergence. These issues essentially stem from a lack of control and feedback in current renderers, which we aim to address by augmenting a state-of-the-art renderer with interactive visualization tools.

Other professionals, such as industrial designers could also benefit from the proposed solution, by being able to track how light is being transported. This could help in designing products such as car head lights, for example.

Our main contribution is a comparative light path visualization tool to improve the user’s understanding of light transport within a single scene, including potential changes. In order to attain this, we save additional information for a carefully-chosen set of radiance samples, which we use for visualization and guidance of the rendering algorithm. For their visualization, we use parallel coordinate plots [ID91] with established brushing interaction metaphors and subset selection [Sii00]. We also offer heat-map information visualization within a 2D and 3D spatial context. Furthermore, light path trajectories can be animated to illustrate propagation and distribution. Special emphasis also lies on change visualization due to scene edits. Finally, we show how these techniques can be used to guide the rendering process to improve convergence. In our examples we use a unidirectional path tracer though the presented concept generalizes to any path space sampling technique.

2. Related Work
PBLT computes global light transport without participating media via the rendering equation [Kaj86]. As no analytical solution exists for non-trivial scenes, Monte Carlo (MC) methods [CPC84] approximate the required integrals. Here, samples are drawn from an appropriate probability distribution function to create paths simulating the light transport from source to camera throughout the scene [Kaj86,Jen01,VG97]. However, even for state-of-the-art MC methods [KKG⁺14] and efficient ray tracing engines [WFWB13], PBLT is far from real-time performance in complex scenes. Consequently, it is difficult for designers and rendering engineers to optimize their scene as any changes require a costly re-rendering.
Visualization of light transport is gaining popularity in computer graphics and visualization. Earlier approaches used a signal-processing framework to visualize light frequency content and its change upon interaction with materials [DHS*05]. In the spatial domain, light rays can be illustrated as geometric primitives (e.g., line segments) from a third-person’s view [Rus99]. The ray tracing visualization toolkit [GFE*12] provides additional payloads for recording the ray state, which allows one to navigate in the ray tree or to filter rays according to attribute or type [LP14].

For a higher level of abstraction, spherical plots and particle flow tools for a selective inspection of light transport support digital artists in determining the origin of certain illumination features [RKR12]. Edge bundling [HvW09] applied to light path visualization reduces visual clutter and supports artists in path re-targeting [SNM*13]. However, none of these techniques provides a tool for comparing light transport in different scene setups.

High-dimensional data is often explored with information visualization techniques [TM04]. In light transport, dimensionality reduction can be used on quantities, such as the irradiance vector field (indicating the dominant light direction [CWW11]) or finite-time path deflection [ZAD15] (a scalar-valued quantity representing deflection characteristics of all light paths through a given point). Such an information compression may aggravate the analysis of complex scenes, especially for slight changes.

Parallel coordinates [ID91, HW13] are a useful technique to visualize high-dimensional data, as they scale linearly with the number of dimensions. We, therefore, make use of it together with interactive dimension reordering to visualize our attribute space, which is in the range of 20 dimensions. A parallel coordinates plot (PCP) depicts K-dimensional data by displaying K axes in a parallel arrangement rather than orthogonally. A K-dimensional data point corresponds to a poly-line connecting all axes, Fig. 1.

To reduce visual clutter from larger data sets, density-based techniques [MW91, HW09] can be used. However, achieving interactivity is very challenging for large data sets, consisting of thousands or millions of data points, as in our case. Similarly, edge bundling [LWZK08, PBO*14], hierarchical clustering [War94] and other visual clutter reduction techniques [ED07] have been shown to be useful for up to a few thousand of points, but have not been tested for millions of points. It is unlikely that these techniques would be fast enough to still allow for real-time interactivity.

We, therefore, apply a sample-reduction technique beforehand. In light transport visualization, PCPs have been used to visualize photon distributions and explore their attribute space [SIL15], however, not for comparative visualization.

LiteVis [SOL*16] is a visual analytics approach to compare results of several simulation runs for interactive lighting design. For fast feedback, the approach builds upon virtual point lights [LTH*13], which is biased, while PBLT is unbiased. Also, their visual analysis is restricted to surface measurements, while our method supports general investigations of illumination, can be used to optimize spatial arrangements and scene appearance, and can be used to guide the rendering process for faster convergence. While inverse rendering [PP03] might be able to solve some of these problems, more fine-grained information visualisation and manual inspection is often required.

3. Overview

Our comparative approach provides insights into the light transport before and after a scene edit. It enables to guide the rendering process and improve its convergence in difficult scenes. To this extent, we collect, preprocess (Sec. 4), and visualize light transport data. The system provides according visual feedback, and respective tools for interaction (Sec. 5), Fig. 2(a).

A typical use case is as follows: The user renders a scene and our application collects data in the background, which is visualized as a PCP. Using brushing, rays are selected based on certain light path attributes. These rays can be used to guide the sampling for faster convergence, without the need to select those regions in image space, which can be difficult, very tedious, or even impossible. It should be noted that known render-time statistics may also be used to discover convergence problems, but are insufficient in actually resolving them. This is useful, e.g., for removing firefly artifacts (high energy samples), which can be selected for examination and then their cause can be resolved. Another possibility is to edit the scene and visualize the resulting light transport differences. A great benefit of our approach is that the user does not need to wait for the renderer to finish, but the comparative visualization is updated iteratively on-the-fly. At any moment, the user is free to pause rendering and investigate the current situation. A typical example is the selection and visualization of the most different light paths after a scene edit, e.g., to optimize reflector placements in a greenhouse, which we will use as a running example, but we will present additional results in Sec. 6. These components provide convenient ways to guide modeling and rendering. It should be noted that the current application is a prototype using only a subset of the available data. The prototype is used merely to show the potential of visualisations in a physically-based rendering context.

4. Data

We first discuss the data collected during rendering, which is the basis of our visualization and interaction techniques. For an in-depth explanation of the following attributes, we refer the reader to the textbook by Pharr and Humphreys [PH10].

First, for each path from the light to the camera, we collect the following properties: its pixel position, exitant radiance, throughput (computed from the BSDFs and pdfs along the path), and depth (number of intersections along the path). Second, for each intersection of a ray with the scene, we collect its position, exitant radiance, object identifier, bounce number, and interaction type, which can be either reflection or refraction. Finally, for each light source, we collect its emitted radiance along each sample and the light identifier. We display these three groups separately in our tool.

4.1. Data Reduction

MC rendering techniques require a large number of samples per pixel, up to thousands, for a high-fidelity image. Too many samples would clutter the visualizations and strongly limit interactivity. Consequently, we restrict the number N of visualized samples to a range of \( N = 5,000 \) to \( N = 10,000 \), which was found empirically submitted to EUROGRAPHICS Workshop on ... (200x... (200x... (200x... (200x...
to be a good tradeoff between memory consumption and resolution. For a faithful representation, we need samples closely matching the true distribution of all \( M \gg N \) samples. Using standard clustering techniques, like Ward’s method, is infeasible as saving all attributes for all samples is prohibitive in terms of memory requirements which is why we opted for a sampling approach.

During rendering, we compute and update a set of histograms from the true distribution (using the full set of \( M \) samples), but without storing them in memory. We compute one histogram per data attribute. We maintain a set of \( N \) samples, with \( N << M \) in memory, whose normalized histograms \( H_i^N \) closely resembles the normalized histogram of the full sample set. To this extent, we combine the old set of samples with the set of new samples (computed during one rendering iteration) and find a new set of \( N \) samples via an iterative optimization process. The latter selects \( J \) random sets of \( N \) samples (in practice, \( J = 5 \)), computes their respective histogram \( H_i^J \) and compares these to the true distribution \( H_i^N \) to determine the closest set according to the metric:

\[
D(H_i^J, H_i^N) := \sum_{i=1}^I \left| \frac{m_i}{M} - \frac{n_i}{N} \right|, \tag{1}
\]

where \( I \) is the number of discrete bins (in our case 10 per attribute), and \( m_i \) and \( n_i \) are the numbers of occurrences in bin \( i \) with respect to the true and reduced distribution, respectively. The computed distance is an estimate for the goodness of fit of each sample set, though we did not investigate the quality further as selecting the true best set is infeasible. A user-defined selection (Sec. 5) can be used for the sample-set construction to set regions of interest. Figure 1 shows an example of our data reduction with a PCP.

5. Visual Interface

Our visual interface consists of three components: the PCP for global data exploration (Sec. 5.1), the render view for image-space exploration (Sec. 5.2), and the scene view for object-space exploration (Sec. 5.3). All views are connected with the brushing-and-linking paradigm [Sii00]. In particular, our tool allows a user to compare two different scenes via color-coded or side-by-side views. Linking together the 2D and 3D views of the data is especially powerful as it brings together scientific and information visualisation in one application.

Fig. 2(a) shows an example of our tool. Here, two scenes with two plants (red and blue frame) are compared. They only differ by a highly reflective wall placed in the right scene (blue frame). The PCP (yellow frame) provides a quick overview of the data. Additionally, our interface allows the user to interact with the information. In Fig. 2(b), we brushed the paths that contain high radiance values in the green channel (orange rectangle). We see how both render-views now highlight the image parts corresponding to the selection. The bins in the PCP are also updated: the red view shows another plant and, hence, most bins appear as red.

The renderer itself is connected to the interface with an interactive feedback mechanism. It updates the relevant data more prominently and delivers precise insights more efficiently. This mechanism can also be used to steer the rendering process, as the chosen light paths contribute to the final solution (e.g., for noise reduction or firefly elimination), similar to importance sampling [PH10].

5.1. Parallel Coordinates Plot

For the global exploration of the collected light path data, we opt for parallel coordinates [ID91]. They are well suited for our roughly 20 data dimensions and allow us to easily select subsets using a brushing metaphor, but may be extended to any arbitrary number of dimensions. From Sec. 4, we recall that the data of our sampled paths consist of multiple intersections, which may be associated to multiple light sources. Because of these \( N \)-ary relationships, we use three separate PCPs which are then linked together: one for paths, one for its constituent intersections, and one for light sources. It should be noted that the PCP is not always the most effective method of visualising spatial data, e.g., the intersection points in a scene (for which we have developed a separate scene view linked to the PCP), but that it is nevertheless deemed useful in brushing these and other dimensions.

To facilitate the comparison of two different scenes, we render their data sets into a single PCP and use color mapping to visually distinguish them (yellow frame in Fig. 2). Red and blue-colored lines in the PCP indicate the two scenes.

Adding binning [HLD02] to the PCP illustrates how many data points lie within discrete regions of each dimension. The width encodes the number of samples in each bin. Specifically, if we denote the value in bin \( b \) for data dimension \( x \) with \( H_i(b,x) \) and \( H_2(b,x) \) for the first and second data set, respectively, then the difference of these two values determines the color of the bin:

\[
H_{\text{diff}}(b,x) = \frac{(H_1(b,x) - H_2(b,x))}{(H_1(b,x) + H_2(b,x))} \tag{2}
\]

with \( H_{\text{diff}}(b,x) \in [-1,1] \). The yellow frame in Fig. 2 is an example where the difference is mapped to a divergent color map of red-gray-blue. A saturated red bin indicates that all data points within this bin belong to the first scene, whereas blue stands for the second scene. A gray color is used to indicate a bin whose ratio is balanced.

5.2. Render View

The render views (red and blue frame in Fig. 2) display the current result of the rendering processes of two different scenes. As the rendering process progresses these views are updated. Besides
Figure 2: Overview of our visualization tool. The parallel coordinates plot (yellow), the render views (red and blue like the colors in the parallel coordinates plot), and the scene view (green). (a) Visualization of the full data set. (b) Brushing of light paths that have high radiance values in the green component (indicated by the orange rectangle on the axis).
We chose to render animated line segments to visualize the light paths, please see the supplemental video. Poly-lines connecting the intersection points and their intersection points an intuitive way to display these, until a voxel no longer contains an intersection point, or a maximum tree depth is reached. The color of a voxel is computed according to the average of the intersection point energies over all (or selected) color channels. The average energy is then transformed into a voxel color by remapping the value with a linearly interpolated hot-body color map. Alternatively, if we are interested in the differences of two scenes, we subtract the average energy of the voxels of the two octrees and we use the red-blue divergent color map for visualization.

Fig. 4 depicts an example of a 3D heat map for the comparison of the two scenes in Fig. 2. Fig. 4(a) shows the energy distribution in the scene, where a reflective wall is placed between the two plants, whereas Fig. 4(b) shows the result without the wall, and Fig. 4(c), the difference of both setups using the divergent color map. In the latter, blue/red color indicates that the scene with/without the wall receives more energy. Some of the leaves and the shadow receive more energy in the presence of the wall, as indicated by the blue speckles (highlighted with the yellow arrows).

Interaction The scene view also allows one to brush data in object space. Each object in the scene is associated with a unique identifier and by clicking on an object, the user restricts the light paths to those interacting with the object. We offer three different selection mechanisms. First, the path-selection mode, where the user chooses objects consecutively and all light paths interacting with these objects in order are chosen. For example, to choose the paths hitting an object A before hitting an object B. Second, the shadow selection mode is used to display rays that hit the shadow of an object. At each intersection, a shadow ray is cast to each light source to determine if the intersection point can be reached from the light source. When it cannot be reached the point is said to be occluded and the energy for this light point is not taken into account, whose application will be illustrated in the next section, among additional use cases. Third, a region of interest (ROI) selection, for which a gizmo is placed in the scene to collect localized information [RKRD12]. We extend the use of the gizmo for our comparative visualization tool. By placing two gizmos, one in each scene, we can restrict the samples to those intersecting with the gizmos and make a comparison between these two distinct ROIs. Fig. 5(a) shows an example where all paths are visualized, whereas in Fig. 5(b) only those paths that intersect the gizmo are displayed.

6. Results

We have combined the previously proposed visualization techniques into a custom-built C++ OpenGL application and adapted the unidirectional path-tracing EMBREE renderer [WFWB13] for our purposes. In this section, we will discuss various example applications and the obtained results.
Figure 4: 3D heat map visualization of the energy distribution in a scene (a) with and (b) without a reflective wall between two plants. (c) Visualization of the difference of the energy distributions of both scenes with a divergent red-blue color map.

Figure 5: ROI-based path selection with gizmos. (a) Visualization of all light paths. (b) Visualization of the light paths that intersect the gizmos (red and blue cubes).

6.1. Scene Optimization

To demonstrate how our tool can aid in understanding the light distribution within a scene, we choose different prototypical use-cases from a greenhouse planning scenario. Here, the use of artificial light plays a significant role in the efficiency of the system and care has to be taken when setting up the environment.

Emitter Placement A constant uniform illumination of all plants is crucial to guarantee equal growth rates and to optimize the overall energy consumption. In our test, the radiance distribution of two light settings is to be evaluated (Fig. 6): one with two intense light sources (left column) and another with five smaller light sources (right column). The total sum of the energy of the light sources is the same. The first row shows the rendered results, while the second and third visualize the distribution of energy emitted by the two different light setups. While Fig. 6(c) and (d) show the distribution over the whole scene, Fig. 6(e) and (f) show a close-up of the plants. The scene and leaves of the plants on the left in Fig. 6(d) and (f) are more uniformly illuminated as on the right in Fig. 6(c) and (e), which is considered beneficial for plant growth.

Reflector Placement In another scenario (Fig. 7(a)), the emitter (light source) positions and receiver (plant) are fixed. We want to add an additional reflector object to the scene to increase the light transport from the light source to the plant (Fig. 7(b)). To guide the placement of the reflector, we use our tool to visualize how much and how light reaches certain regions in the scene. The PCPs (Fig. 7(c)) of the initial scene in Fig. 7(a) are used to select data on secondary bounces that have a lot of energy (see the brushed markings on the “R” and “bounce_nr” axes). Furthermore, to exclude paths that go through the glass window at the front, only bounces that are reflective rather than transmissive are brushed (see the axis “interaction_type”). The animation of the light paths (Fig. 7(d)–(g)) reveals how the light is diffusely reflected at the back wall without the reflector (red paths), while it is more focused on the plant with a reflector at the back wall (blue paths).

Receiver Placement In our third test scenario, Fig. 8, we compare two potential positions of the plant by placing two gizmos (red and blue) in the scene to record the light samples passing through them. We can observe in the respective PCP (Fig. 8(a)) that the overall radiance for the red gizmo (closer to the reflector) is higher, denoted by the reddish bins in the PCP, and the position therefore preferable, see also the animation in Fig. 8(b)–(e).
Figure 7: The greenhouse scenario for optimal reflector placement. Rendering of the scene (a) without and (b) with the reflector. (c) The PCP with data brushing (green markings). The selected light paths are visualized and animated in the scene view in (d)–(g), once with (blue paths) and without a reflector (red paths).

Figure 8: Gizmos can be used to compare two possible candidate positions for a plant. (a) The PCP displays the data associated with each gizmo. The selected paths are visualized and animated in the scene view for the first position in (b) and (c) as well as for the second position in (d) and (e).

6.2. Rendering Optimization

In the following, we show how our tool can be used to directly influence the rendering process to increase convergence rate and, therefore, speed up rendering times.

User-guided Rendering Convergence of an image is highly affected by the distribution of samples. We use user-guided rendering to assign more samples to areas containing complex path interactions, to improve convergence. Fig. 9 shows a result where this technique was used to concentrate sampling on the areas containing caustics on the bunny and wall which often require more samples. By gathering initial light path samples (e.g., 1,024 spp) and selecting those that lie in the shadow of the glass sphere (using the shadow selection), we can guide the computation towards this area. Note that our shadow definition ensures that caustics are always in the shadow of the casting object. Selecting paths interacting with the sphere would be another option here, though with a slower conversion as this affects more samples.

We can use the distribution of these paths (Fig. 9(a)) to guide the sampling to choose more paths interacting with the shadow of the glass sphere. This guided sampling leads to a significantly better result (Fig. 9(c)) compared to uniform sampling (Fig. 9(b)). The user-guided rendering outperforms uniform sampling in terms of mean square error (MSE) and structural similarity (SSIM) [WBSS04] when compared to the reference (Fig. 9(d)).

Firefly Detection Fireflies emerge when a high intensity path is sampled with a small probability resulting in very bright pixels which are difficult to compensate for with additional samples. The fireflies cause is not always obvious and might even lie outside the
rendered image. Standard techniques like clamping, or path skipping result in physically inaccurate renderings which may or may not be acceptable. A user informed of the causes of fireflies otherwise may be willing to make some changes in materials, geometry or camera parameters to reduce these effects.

Fig. 10 shows the results of such a scenario. We have created a gallery containing various objects on pedestals. We brush high energy paths, possible candidates for fireflies, to influence the sample selection. It should be noted that the according samples may not be visible in the PCP due to the sample reduction but the probability can be increased by selecting samples according to intensity. After some time, depending on scene complexity and firefly prevalence, enough such samples have been gathered and we can visualize how these paths interact with the objects in the scene, which are likely to be responsible for the fireflies. Fig. 10(a) shows the according selection in image space. Note how most firefly pixels are selected. In Fig. 10(b) and 10(c) snapshots from the animation of the high energy paths are shown and it becomes evident that many paths hit the sphere and its pedestal on the left (marked in green), as well as the statue in the back (marked in yellow) (please also refer to the accompanying video). By changing the material properties of the sphere, the pedestal and the statue to a more diffuse material, we can greatly reduce the number of fireflies (Fig. 10(d)). The improvement becomes especially obvious in the close-ups.

7. Conclusion and Future Work

Information visualization techniques can be of added value to users involved with light transport tasks. We covered engineering, botanic, and artistic examples that benefit from our analysis tools and user-guided rendering technique. Many other potential applications and also interesting future challenges remain, e.g., at the moment our technique is limited to static scenes without participations and also interesting future challenges remain, e.g., at the botanic, and artistic examples that benefit from our analysis tools.

Users involved with light transport tasks. We covered engineering, botanic, and artistic examples that benefit from our analysis tools and user-guided rendering technique. Many other potential applications and also interesting future challenges remain, e.g., at the moment our technique is limited to static scenes without participations and also interesting future challenges remain, e.g., at the botanic, and artistic examples that benefit from our analysis tools.

Our approach was kept as general as possible, with only a few specific optimizations, in order to retain a wide applicability, but customization options could be interesting in certain scenarios. As could other visualization techniques, which illustrate information at a more abstract level. Especially, to visualize the interaction with multiple objects (e.g., their total energy exchange or their impact on each other upon material changes). Although these changes may become apparent in our visualization tool, a more direct visualization might prove useful.
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Figure 10: Collecting and animating high-energy paths to determine possible causes of fireflies. (a) The original scene and the selected light paths in the render view. (b) and (c) show the animation of these paths in the scene view. (d) The scene with the changed material in the render view. Close-ups are shown in the bottom right.


