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Abstract. In mixed-initiative computational storytelling, stories are
authored using a given vocabulary that must be understood by both
author and computer. In practice, this vocabulary is manually authored
ad-hoc, and prone to errors and consistency problems. What is missing
is a generic, rich semantic vocabulary that is reusable in different appli-
cations and effectively supportive of advanced narrative reasoning and
generation. We propose the integration of lexical semantics and com-
monsense knowledge and we present GluNet, a flexible, open-source,
and generic knowledge-base that seamlessly integrates a variety of lexi-
cal databases and facilitates commonsense reasoning. Advantages of this
approach are illustrated by means of two prototype applications, which
make extensive use of the GluNet vocabulary to reason about and
manipulate a coauthored narrative. GluNet aims to promote interoper-
ability of narrative generation systems and sharing corpus data between
fields of computational narrative.
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1 Introduction

Mixed-initiative computational storytelling, in which the author and computer
create a narrative by collaboratively building a story, requires a rich and detailed
representation of narrative. This is often done by creating a model of narrative,
and then providing the author a ‘vocabulary’, a set of building blocks that can
be used to tell pieces of a story and of which the semantics are known to the
computer. The ‘words’ in the vocabulary may take the form of text, images,
or even actions, depending upon the application. This vocabulary is often built
manually, which, in addition to being time consuming and costly, is also prone
to human error and inconsistency and is typically only valid within each specific
domain.

We propose the development of a rich, reusable semantic vocabulary in
order to provide a solid foundation for computational storytelling applications.
Since a mixed-initiative application requires the computer to reason about, and
create pieces of a story, this vocabulary should provide the semantics for both
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the structure and use of each word, as well as more general commonsense knowl-
edge that enables advanced reasoning about the relations between words in the
vocabulary.

In this paper, we propose a flexible and generic knowledge-base, GluNet,
that seamlessly integrates a variety of lexical databases, facilitates commonsense
knowledge consistency and is reusable in multiple domains. In addition, we show
how using this rich vocabulary supports the kind of reasoning that is required
both to analyze and to manipulate narratives.

To illustrate GluNet’s potential as a sound semantic foundation for com-
putational storytelling applications, we present two mixed-initiative prototype
applications which make extensive use of GluNet to understand and manipu-
late narratives alongside one or more human authors.

Lastly, we discuss further directions for the development of semantic vocab-
ularies, as well as the role vocabularies play in approaching open problems in
computational storytelling, such as interoperability and the development of a
shared narrative representation [10].

2 Related Work

We conducted a review of existing uses of lexical and commonsense resources in
narrative or games for best determining which resources are suitable to lay this
foundation. Story annotation tools [4,6] often annotate text with a vocabulary
derived from WordNet, a lexical database of words [5], and VerbNet, a lexical
database of verb semantics and syntax [9].

Alternate forms of annotation have also sought to classify text according to
its frame [3], by using FrameNet, a lexical database of frame semantics [1].
Frame semantics has been proposed as a method for narrative generation [13],
and FrameNet has further been proposed to help create better natural language
processing of questions in story-based games [8]. FrameNet’s frame semantics
is also a good foundation for the description of events, in relation to structure
and semantic roles.

It is also crucial for computational storytelling applications to have a signifi-
cant amount of commonsense world knowledge to properly understand a narra-
tive from the perspective of a human reader [15], as well as to drive generation
or creativity-based applications. ConceptNet [11] is a popular commonsense
knowledge-base which has been used in a variety of applications relating both
to narratives and to games. Rodriguez et al. [16] created a procedural tool for
generating game ideas that subverts ConceptNet’s commonsense relations to
create unusual and inspiring scenarios. Nelson and Mateas [14] explored the
use of both ConceptNet and WordNet to generate complete, thirty-second
games where the vocabulary helped them to define game rules.

Previous efforts to unify lexical resources exist, largely intended for use within
natural language processing applications. Shi and Mihalcea [17] explored the use
of integrated resources for annotation, combining FrameNet, VerbNet and
WordNet, which enabled them to exploit the data of each resource to extend
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Fig. 1. The abstract structure of GluNet showing the different components of the
knowledge-base, the representation of knowledge in each component, and the way map-
pings are currently integrated.

the coverage of the other resources. Larger scale integration projects are typi-
cally intended for natural language processing, such as Uby [7] which integrates
the aformentioned lexical resources along with crowdsourced resources, such as
Wikipedia. We differ from the above research in that we integrate commonsense
knowledge to derive essential semantic relations that are needed to generate
meaningful and coherent content in mixed-initiative applications.

3 The GluNet Knowledge-Base

GluNet is an SQLite database which provides a vocabulary of words as well as
their syntax and semantics. It provides commonsense semantic relations between
words, lexical information surrounding single words, the syntactic and semantic
meanings of verbs, as well as the frame elements to which the words belong.
This was achieved by using the list of words in WordNet as a primary index,
the remaining resources being integrated by either assigning the semantics to a
single word, or as a semantic relation between two words. Integration was used to
assign the semantics of each resource to a single word, to strengthen the existing
resources [17] and to further allow for the creation of new semantic relations [14].
See Fig. 1 for a detailed structure of GluNet.

The mapping was created using the WordNet, VerbNet and FrameNet
mappings from the work by Shi and Mihalcea [17] and the similar mappings
provided by the VerbNet project. This gives us an incomplete, but extensive,
mapping between the three databases. The ConceptNet to WordNet map-
ping is done at the word level, but lacks the sense key disambiguation of the other
mappings which may lead to some inconsistent results when word semantics dif-
fer. Future work aims to find methods of bridging these gaps in the mapping,
for example by using crowd-sourcing.
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(a) Smart Storybook. (b) Improv Game

Fig. 2. Screenshots of each prototype. Figure 2a shows a sample story built in Smart
Storybook. Figure 2b shows the noun selection menu in Improv Game.

The main feature of GluNet is the ability to obtain a significant amount of
semantic information for single words. Moreover, we are interested in the advan-
tages of using GluNet as a semantic foundation for mixed-initiative storytelling
applications. To illustrate this, we developed two prototype applications, each
requiring some form of narrative understanding and limited generation using
GluNet. The first application is a story-building tool primarily aimed at chil-
dren, which uses GluNet to reason and make suggestions about the story being
built. The second application is a casual storytelling game that uses GluNet
for text and content generation. Screenshots of both prototypes may be seen in
Fig. 2.

4 Smart Storybook

The first application, nicknamed Smart Storybook, is a storytelling prototype
designed specifically to allow children experience storytelling in a creative and
exploratory way. From the perspective of validating GluNet, the goal of the
application was to be able to reason about narratives as they are dynamically
being created. The application is inspired in part by the my StoryMaker
application [2], in the sense that stories are built by having the child visually
create a scene for the story, with the computer providing suggestions on story
improvements using a question/answer system. Using the GluNet vocabulary,
however, gives us access to a significant set of WordNet nouns for characters
and props, as well as the semantic information needed to generate questions
regarding the story.

A story in Smart Storybook is defined as a linear sequence of scenes. Each
scene is manually constructed by the author, by placing three kinds of entities,
characters, props and decor, into the scene window. The WordNet nouns are
proposed candidate entities. We selected images for a large subset of WordNet
nouns from https://openclipart.org/.
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The analysis and reasoning is largely performed from the event level. To add
an event, the author enters the verb of the desired event in the top right box of
the interface. The verbs available are the list of verbs available in VerbNet, and
the application further checks if there exists a VerbNet-FrameNet mapping
for the particular verb. The application then retrieves the verb’s thematic roles,
leading to an understanding of the roles which need to be filled to complete the
event. This generates questions such as ‘What is the agent of the fight event?’.
If the FrameNet mapping is available, the application will then load the frame
elements of the applicable frame. The frame elements allow the application to
create further suggestions such as ‘What was the style of the dance event?’. All
these suggestions may be replied to by the author using the text box at the
bottom of the interface. When answered, the response is stored in the event
and a new line of text is added to the story. We further experimented with
having certain questions, such as those relating to temporality (e.g. frequency
and duration), be automatically applied to their corresponding events in the
narrative.

Future development on this prototype aims to explore the possibilities of
creating an educational tool to teach storytelling. The system currently intro-
duces the author to event/frame-based reasoning and temporality, albeit to a
very limited degree. Allowing the application to reason about entities, and even
make creative suggestions based on commonsense knowledge, remain interesting
avenues for future work.

5 Improv Game

Improv Game is a prototype of a casual improvisational multi-player story-
telling game, where players take turns in building segments of a story. Players
are first asked to list several characters and props to serve as the starting enti-
ties of the story, all taken from the GluNet vocabulary. Once all the entities
have been chosen, the game procedurally generates two lines of text, a starting
line and a target line. The current player’s goal is to construct the story which
connects the starting line to the target line within a set time. Once the player
has finished their story, it is the next player’s turn and the game generates a
new target line. The previous target line now becomes the new starting line, and
the new player has to link this starting line to the new target line. The game
continues in this fashion until a set number of turns has passed, or when the
players run out of time.

Both the procedural generation of lines, and the means by which players
construct the story, strongly build upon the semantics provided by GluNet.
The procedural generation, in particular, makes heavy use of the WordNet
verb frames, as well as the ConceptNet database. First, the application selects
the verbs from the most recent sentences in the story. The knowledge-base is then
queried to find potential next events from these verbs, by obtaining the causes,
has first or last subevent and has prerequisite relations to logical next events for
the story. If no relations exist from any of the verbs, the application then checks
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the characters and props in the story, and instead picks a verb based on the
character’s capable of relation. Once the verb has been selected, each piece of
the verb frame is filled with a randomly selected character or prop. The players
follow the same pattern for creating lines of the story, selecting a verb, followed
by a sentence frame and then filling in each piece of the sentence frame using a
set of possible values.

The prototype uses the rich semantics of the knowledge-base to link the
high-level commonsense reasoning step with the syntactic construction of the
sentence. As with Smart Storybook, there is no world model nor consistency
check, making it easy for players to ‘cheat’ or create nonsensical stories. Given
the playful and experimental nature of both prototypes, this is not a concern.
However, future work aims to examine how the GluNet vocabulary could be
used to support a world model, such that some level of story consistency is
assured.

6 Discussion

Two areas of importance are: (i) the extensibility of GluNet and (ii) the con-
tribution of a rich semantic foundation towards encouraging interoperability.

Extensibility has been identified by previous integration research as an essen-
tial feature, given the growth and changing nature of language and knowledge [7].
We approached this by designing GluNet with a common word index, and by
using only open-source or freely available resources to allow for modification and
community use. The common word index allows new semantics to be mapped to
words in the database. Additionally, future work on GluNet aims to improve
and extend the existing mappings to create better coverage.

GluNet was also designed as a first step in the development of a richer
representation of story to promote interoperability. With a solid foundation,
different applications can share semantics, which is important in interoperabil-
ity projects where a number of systems generate unique content that must be
merged into a final product. One such example is the Slant [12] project, which
generates narratives by having a variety of systems create different components
of the narrative (plot, discourse, etc.). Without semantics, each system is largely
confined to working in isolation, limiting their ability to collaborate, since their
foundation knowledge is typically different, and at worst conflicting.

7 Conclusion

The more complex and detailed a mixed-initiative storytelling application needs
to be, the more it requires a sound foundation, that will guarantee its gen-
erality, expressive power and consistency. For this, a rich vocabulary is needed,
integrating lexical semantics and commonsense world knowledge, supporting the
kind of advanced reasoning done by computational storytelling applications. We
presented a flexible and generic open-source knowledge-base, GluNet, that pro-
vides such a semantically rich vocabulary. It integrates several lexical databases
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and facilitates commonsense knowledge consistency, establishing various map-
pings and semantic relations among them, in order to support reasoning over
a variety of story elements, from different perspectives. The potential of this
approach and its ease of integration with computational storytelling applica-
tions was demonstrated by means of two case studies, each involving a different
mixed-initiative prototype. Both applications profited in different ways from the
rich semantics provided by GluNet, which was expressive enough to reason
about stories, and even generate narrative content for them.

Among the advantages of a semantically rich knowledge-base like GluNet
to the computational storytelling community, we can point out both promoting
interoperability of narrative generation systems and the sharing of corpus data
between different fields of computational narrative. We expect that further devel-
opment of better representations of narrative based on rich semantics will open
up whole new possibilities for computational storytelling; the semantics-based
foundation presented in this paper takes a first step towards this goal1.
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