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Abstract
Hybrid user interfaces (UIs) integrate well-known 2D user interface elements into the 3D virtual environment, and
provide a familiar and portable interface across a variety of VR systems. However, their usability is often reduced
by accuracy and speed, caused by inaccuracies in tracking and a lack of constraints and feedback. To ease these
difficulties often large widgets and bulky interface elements must be used, which, at the same time, limit the size of
the 3D workspace and restrict the space where other supplemental 2D information can be displayed. In this paper,
we present two developments addressing this problem: supportive user interaction and a new implementation of
a hybrid interface. First, we describe a small set of tightly integrated 2D windows we developed with the goal
of providing increased flexibility in the UI and reducing UI clutter. Next we present extensions to our supportive
selection technique, IntenSelect. To better cope with a variety of VR and UI tasks, we extended the selection
assistance technique to include direct selection, spring-based manipulation, and specialized snapping behavior.
Finally, we relate how the effective integration of these two developments eases some of the UI restrictions and
produces a more comfortable VR experience.

Categories and Subject Descriptors (according to ACM CCS): H 5.2 [User Interfaces]: Interaction Styles; I 3.6
[Methodology and Techniques]: Interaction Techniques; I.3.7 [Three-Dimensional Graphics and Realism]: Virtual
Reality

1. Introduction and Motivation

Poor user interfaces (UIs) in virtual environments have long
been cited as one of the major factors preventing widespread
acceptance of Virtual Reality. A significant amount of re-
search has been devoted to developing new and improved
VR UIs, but a consensus has not yet been reached on what
a good VR UI is. One trend has been to focus on using so-
called hybrid UIs, which incorporate well-known 2D user in-
terface elements into the 3D environment, rather than devel-
oping entirely 3D interfaces using new metaphors. These in-
terfaces benefit from the familiarity and their relative porta-
bility across a variety of VR systems. However, tracking in-
accuracies and limitations on rendering text in VR generally
necessitate large widgets. Large widgets make for bulky user
interfaces, which can occlude objects in the scene. They also
limit the size of the 3D workspace and restrict where other
supplemental 2D information can be displayed.

We primarily employ Virtual Reality as a means for en-
hancing the interactive scientific visualization and data ex-

ploration process. Our applications focus on the visualiza-
tion and control of (real-time) simulations of physical pro-
cesses, and Cloud Explorer [GPK∗05], which is illustrated
in Figure 1, is currently our main application of interest.
The goal of this application is to facilitate cumulus cloud
life-cycle studies. Large data sets result from atmospheric
simulations, from which various information modalities and
features are extracted in an off-line preprocessing phase.
The resulting data can be interactively explored in a virtual
environment, such as our Virtual Workbench setup, which
is equipped with tracked glasses, stylus and a transparent
acrylic hand-held panel called the PlexiPad.

During the course of developing this and other applica-
tions, we increasingly came across situations that warranted
2D input, 2D output, or both. Our existing UI solutions,
namely primitive buttons, sliders, and graphs, were not able
to meet all of our requirements. They were promising, but
they suffered from the common problems of being overly
large and inflexible. In addition, they often remained frus-
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Figure 1: Overview of the original Cloud Explorer, our ap-
plication for cumulus cloud life-cycle studies

trating to interact with, even after improving tracker regis-
tration and the use of passive haptic feedback on the Work-
bench surface or the PlexiPad. To address these issues, we
developed two strategies in parallel: an improved interaction
technique and an improved hybrid interface, which we then
successfully integrated.

The remainder of this paper is organized as follows: first
we describe some previous work in the field of hybrid in-
terfaces and interaction assistance. In Section 3 we describe
our work on the hybrid interfaces, followed by the exten-
sions of the interaction technique in Section 4. Finally, we
describe the combination of these developments and discuss
our results and future work.

2. Related work

Windows and window-like constructs have appeared in VEs
for many years, and more examples appear in the litera-
ture than are listed here. One early example is from Fisher
et al. [FMHR86], where information windows and recon-
figurable control panels are briefly mentioned. Other early
work focused on importing X Windows into VEs through
the use of bitmaps [FMHS93], textured polygons [Dyk94],
and specialized widget toolkits [AS95a, AS95b]. This ap-
proach, however, favors the use of a suite of existing 2D
applications, which need only minimal communication with
the VE application, e.g. receiving mouse events. Another
popular window metaphor has been the hand-held window.
These have been implemented for augmented reality [SG97],
head-mounted displays [AS95a, BHB98, LSH99a], work-
benches [SES99,dHKP02], and using a 3Com PalmPilot in a
CAVE-like environment [WDC99]. This approach is tightly
integrated into the VE, and typically uses a pen-and-tablet
metaphor for user input. The window is fixed to the panel,
though, and it limits the user to one active window at a time.
Cuppens et al. [CRC04] and Larimer and Bowman [LB03]
have made two recent attempts at more complete 2D UI solu-
tions for VEs. Cuppens et al. specify their UI via XML and

provide interaction via a PHANToM device for a pen-and-
tablet metaphor. They currently limit the UI to menus, tool-
bars, and dialogs. Larimer and Bowman focus on CAVE-like
environments by placing their windows tangent to a user-
centered sphere. Their windowing library builds on an exist-
ing GUI toolkit, and it relies on ray-casting for interaction.

Various approaches are used to alleviate the difficulties
in interaction with (small/2D) interface elements in a VE.
The use of (passive) haptic feedback and constraints limits
the users actions to match 3D location of the elements. The
use of physical surfaces such as the projection screen of a
workbench or a tracked handheld panel [SG97] are exam-
ples of placeholders which provide passive feedback. User
tests by Lindeman et al. [LSH99b] indicate that the addition
of passive-haptic feedback for use in precise UI manipula-
tion tasks can significantly increase user performance, and
that users prefer this type of operation. In [FK05, Osa05]
the Control-Display ratio of the interaction is changed dy-
namically, and user’s movements are scaled down to sup-
port small and precise interaction. As this approach affects
the co-location of the interaction device in the virtual envi-
ronments this solution is mainly limited to non see-through
HMDs.

Selection-by-volume techniques are used for selecting
small objects, which are difficult to select using regular
direct- or ray-based selection [Dan05, LG94]. There are, in
general, two approaches for singling out an object between
many (cluttered) objects in a selection volume, which is usu-
ally the case in grouped user interface elements. The distinc-
tion can be made explicitly by the user, for example by us-
ing a menu [Dan05] or a selection sweep to single out one
item [SP04]. These require a switch of interaction mode (or
extra buttons), which is not desirable for menu or widget
operation. The other approach is the use of scoring met-
rics to automate the determination of the best scoring ob-
ject [SRH05, LG94]. As these metrics are calculated on a
per-frame basis, they are hampered by the same tracking in-
accuracies and hand jitter that make regular interaction tech-
niques so difficult. In the IntenSelect technique [dHKP05]
these per-frame scores are accumulated over time for each
object. As a result a dynamic, time-dependent object rank-
ing with history is constructed. The highest ranking object is
indicated by snapping the bending selection ray to it.

3. Windows and Widgets

Windows in virtual environments can serve as tools for both
input and output. Dialog boxes and tool bars are common ex-
amples of input windows, and they have been implemented
in VE applications such as [CRF97,vTRvdM97]. Two exam-
ples of output windows in VEs include a map of an airplane
interior [AS95a] and a simple clock [LB03]. 2D input func-
tionality is often used for system control, such as enabling or
disabling modes in the VE, and symbolic input, such as en-
tering numbers. Virtual environments incorporating 2D in-
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Figure 2: A window, left, with (from left to right) informa-
tion, title, windowshade, and hide widgets in the titlebar and
a sizing widget in the lower right-hand corner. On the right,
the same window is pictured in windowshade mode.

put elements are termed hybrid interfaces. 2D output, on the
other hand, is used to provide additional relevant information
about the VE. If done properly, this helps users learn more
about the VE [BWH99]. Virtual environments with such in-
formation are called information rich.

When developing our hybrid interface, we tried to meet
several goals. We want our interface to be tightly integrated
into the VE to facilitate bi-directional communication, thus
eliminating the barrier between “information rich” and “hy-
brid interface”. Our primary VR setup is a Virtual Work-
bench so our solution must work well with it. The UI ele-
ments should not be unreasonably large because are intended
to be supplemental rather than the primary focus. The inter-
face should be intuitive to use. There should not be a limit
on the number of windows visible, and the user should have
control over where and which ones are visible. The windows
and widgets should be natively rendered in 3D for aesthetics,
readability, and to take advantage of the suggested increase
in accuracy provided [LST01].

In the remainder of this section, we present the specifics
of our implementation. We describe the windows, the modi-
fications to the existing widgets, and the relevant motivations
behind the decisions we made.

3.1. Windows

Figure 2 illustrates the basic window we came up with. It
features a title bar with familiar widgets, a body area, and a
sizing widget. The window is rendered as geometry with the
window body being flat, while the border and widgets are
3D. This gives better visual cues when the button widgets
are pressed, and it allows for direct selection of the widgets
by placing the stylus tip inside of them. The window has
its own 3D coordinate system to allow for 3D content to be
attached to it or placed on it, and it takes advantage of the
stencil buffer to allow 2D content to be overlayed onto it.
As the window is resized, the components must be moved
and resized rather than rescaled to avoid awkward stretching
effects.

We designed the windows to be fixed to a particular plane
in space. Within the plane, they can be moved and resized,
depending on the window, as if it were on a 2D desktop.

Figure 3: The four possible title bar locations.

Translation perpendicular to the plane or rotation is disal-
lowed to preserve the likeness to traditional 2D interfaces.
For our purposes, we fix windows onto two planes: the sur-
face of the Workbench and the plane of our PlexiPad. The
Workbench surface has the advantage of being the focus
plane while the PlexiPad can be moved out of sight by the
user when it is not needed. Furthermore, they both provide
optional passive haptic feedback, which has been shown to
be both intuitive to learn [BHB98] and to speed certain 2D
tasks [LSH99a]. In other systems, other planes may make
more sense, such as the walls in a CAVE-like or Power Wall
system.

The window in Figure 2 has a title bar, four title bar wid-
gets, and a sizing widget. However, they are all optional, and
it need not have any of these widgets if they are not neces-
sary. The sizing widget, as the name suggests, is used to re-
size the window. The remaining title bar widgets are the in-
formation widget, the title widget, the widget, and the hide
widget. The information widget displays extra information
about the window. The title widget shows a caption for the
window, can be used to move the window around, or both.
The windowshade widget hides the body of the window so
only the title bar is visible, and then shows the body again if
used twice (see Figure 2). The hide widget hides the window.

We have made it possible to place the title bar on any side
of the window. See Figure 3. This has two advantages. First,
in systems such as the Workbench, the user is closer to the
bottom of the window. With the title bar at the bottom, it
is not obscured by any potential 3D content in the window,
and it is closer at hand if the user wishes to move the win-
dow. Secondly, when the window is in windowshade mode,
the title bar determines where the window “pops out”. This
allows for windows to be arrayed around the edges of the
Workbench or the PlexiPad in a convenient manner, and only
restored when their functionality is needed.

3.2. Widgets

Our windows make use of both our set of existing 3D wid-
gets, and a new set of widgets that are more window aware.
We have also extended some of our existing widgets to take
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Figure 4: A window with a button, a slider, a visible tooltip,
and the standard window widgets.

advantage of the windows. Figure 4 illustrates a window
with a button from our old widget set, a slider from the new
widget set, and a tooltip. To use the existing widgets, a devel-
oper need only place them in the window’s coordinate sys-
tem at an appropriate location. The new widgets may only
be placed on windows or in their title bars because they oc-
casionally inform the window about their state.

One of the important new widgets is the tooltip. We have
included it because it helps address the problem of VE clut-
ter. Text must be reasonably large to be legible in a virtual
environment, and it is often a challenge to think of a descrip-
tive caption for menu items or buttons that is not too long. At
the same time, experienced users will not have much need
for overly descriptive captions as they are already familiar
with the commands available to them. With tooltips, smaller
buttons, sometimes with an icon instead of text, can be used
thereby saving both space and not leaving the novice user
stranded. Tooltips can be easily associated with all of the
new widgets, and the older widgets have been extended to
provide them as well, if deemed necessary. Figure 4 illus-
trates the tooltip for a button being shown.

3.3. Dialogs

In 2D UIs, dialogs or dialog boxes are commonly used to
request input from the user. A familiar example is the dialog
box to open a file. Dialog boxes have already found a home
in virtual environments as well. Both [LB03] and [CRC04]
incorporate dialog boxes for the purpose of influencing the
environment. We have constructed two simple dialog boxes,
which are illustrated in Figure 5.

The first is a simple color picking dialog box. It uses the
HSL color model to allow the user to interactively select a
color. She does so by separately moving a widget to pick the
hue and saturation and a widget to pick the lightness. As she
manipulates the widgets, they are constrained to the appro-
priate places on the window, and the rectangle at the bottom
of the window updates to show the currently selected color.
We draw the color wheel and lightness bar with fragment

Figure 5: Dialogs: Color picker (left) and numeric entry
(right).

shaders to give the user the freedom to make the dialog as
large or as small as she prefers.

The second dialog is a simple numeric entry dialog. When
placed on a device such as the PlexiPad, the user has ready
access to it only at those times he feels he needs it. In Cloud
Explorer, this dialog is used to allow the user to select a par-
ticular cloud by its identifying number.

3.4. The Graph Window

The new graph window from Cloud Explorer (Figure 6) is an
example of a window that “puts it all together”. Whenever a
cloud in the data set is selected, a graph window is shown
with information about that cloud. The window has many of
the normal widgets, but it also has two extra title bar wid-
gets. These widgets add or remove graphs from the window.
A number of plots can be selected to display in each graph.
As Cloud Explorer runs, the user browses through time in the
data set, and the slider updates to reflect the current simula-
tion time, as well as the limits of the playback. Furthermore,
the user can directly adjust both limits and the current time
step from the graph window.

4. Supporting Interaction in VR

Results of our previous user test indicated that selection-by-
volume techniques and IntenSelect can improve object selec-
tion performance, especially in difficult situations where ob-
jects were small, moving and cluttered [dHKP05]. Although
the selection technique was originally designed with the dy-
namic nature of data objects such as used in Cloud Explorer
in mind, some of its properties proved to be very useful in the
fast control of small and cluttered user interface elements.
The scoring mechanism allowed easy integration of more ad-
vanced features, which we have used to support more elabo-
rate interaction tasks in real VR applications, specifically in
the case of interface control.
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Figure 6: The graph window features bi-directional com-
munication and extra title bar widgets. Graphs are added or
removed by picking the up or down widgets in the title bar.
The plots shown in each graph are selected from a dialog
which pops up when the button widget to the lower left of
each graph is picked.

Figure 7: Scoring Metric: Selection sphere combined with
the selection cone (2D section)

4.1. Transition between direct and remote interaction

In near-field VR setups, such as our Workbench, often a mix
of direct and remote interaction techniques are used. Remote
interaction techniques are used to interact with objects that
are out of (comfortable) reach of the user’s arm and inter-
action device. For example, virtual objects that are placed
under the glass surface or near the screen edges are not eas-
ily selected with direct techniques. However, direct interac-
tion techniques in particular benefit from co-located interac-
tion and passive haptic feedback from the PlexiPad and the
Workbench surface. Direct interaction is nevertheless also
hampered by hand jitter, tracking inaccuracies and calibra-
tion errors. To combine the benefits of direct interaction and
supportive selection we have extended our IntenSelect tech-
nique to support direct interaction. We a use selection-by-
volume approach to provide a fuzzy preselection of the ob-
jects that might be of interest. In the case of remote interac-
tion we use a cone-shaped volume to accomplish this. For
direct selection, we use a sphere surrounding the tip of the
interaction device. In this selection sphere we also apply a
scoring metric to assign scores to objects. The combination
of the scoring metrics result in a single ranking list based
on accumulated score. In this way, both remote and direct

Figure 8: Selection Volumes: The selection sphere (direct
interaction) combined with the selection cone (remote inter-
action)

interaction can be performed without ever switching the in-
teraction tool. As shown in Figure 7, both scoring metrics are
merged to allow a seamless transition of the scores. We have
emphasized the direct scoring value, which results in nearby
(directly selected) objects being preferred by the selection
mechanism. In Figure 8, we show the visible selection vol-
umes of both the direct and remote scoring. The radius r and
cone opening angle β are determined beforehand, based on
the system configuration regarding tracking resolution and
size of the VE.

4.2. Snapping behavior

When an active object is highlighted by the use of our se-
lection technique, the ray bends and snaps to a certain point
on the object. For scenarios where only selection on a object
level is relevant, this snapping point is only useful for vi-
sual feedback. In our previous implementation, the snapping
point of an object was defined as the origin of the bound-
ing volume of an object, which is usually the center point
of the object. In some cases however, other snapping points
must be provided. One of the more important cases where
such a snapping point is needed, is object manipulation. In
that case, the snapping point defines an origin of interaction
around which the object is transformed. We will discuss the
manipulation in the following section. Another scenario is
the use of an exact snapping point in information panels or
controls, where the snapping point on a surface triggers an
information query (e.g. color picking dialog).

In our current implementation we now also provide user-
defined and ray-intersection snapping points for use in inter-
action tools and widgets. When ray-based snapping mode is
defined for an object and ranks highest on the scoring list,
a regular ray intersection test is performed on the polygons
of the active object. If an intersection is found, this point
is used as the snapping point (similar to ray-casting). If no
intersection is found, either a fixed or the last available snap-
ping point can be used. Figure 9 depicts the three variations
in snapping modes. Although still in early development, we
have also experimented with nearest intersection point esti-
mation as an optimal snapping point.
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Figure 9: Snapping Point variations, from left to right: Cen-
ter point, (pre-defined) fixed point, and ray-based intersec-
tion point

4.3. Object Manipulation

We have extended the basic IntenSelect selection technique
with a manipulation technique to allow straightforward ob-
ject manipulations with continuous visual feedback. By
pushing the stylus button, the user seamlessly activates the
manipulation mode of the currently selected object. As long
as the user holds the button, the bending ray will remain
snapped to the active object. For default objects, the ma-
nipulation mode enables the repositioning and reorienting
of the object. Before starting such manipulation, the orig-
inal spatial transformation between the virtual pointer and
the active object’s snapping point are stored. The subsequent
translations and rotations of the stylus are then transferred to
the object, similar to ray-based manipulation and the Spring
Tools [KP01]. If the object can perform these transforma-
tions unrestricted, the original bending of the ray will be
maintained during manipulation.

If, however, the object’s transformations are influenced
or restricted by interactions with the environment, the orig-
inal transformation cannot be (fully) performed. Examples
of these transformation restrictions include implicit object
movement, constraints or collisions. In these cases, the re-
sulting object transformation under all influences is applied,
and the ray is deformed to match the object’s final pose. As a
result, the bending of the ray will maintain the connection to
the object, regardless of external restrictions. In this way, we
provide continuous visual feedback to the selection and ma-
nipulation actions. In Figure 10, the manipulation sequence
of an object is shown. During this manipulation, a collision
prevents the object from further motion, while the ray is de-
formed and remains connected to the snapping point on the
object.

4.4. Scoring Response control

The IntenSelect scoring mechanism generally applies the
same scoring metric to all the objects in the scene, regard-
less of their size, orientation or movement. That is, the same
score determination is used per frame, including the same
scaling parameters, the stickiness and snappiness, used to
describe the time dependent behavior of the accumulated
score. In our previous user test, some skilled users com-
mented on the imbalance between these scaling parameters.

Figure 10: Manipulating an object using the flexible ray.
The blue (left) object is unable to move through the red
(right) one, and so the ray must be flexible to remain con-
nected to the blue object.

They found that, for easy selection tasks in non-occluded,
non-cluttered situations, a larger stickiness was hampering
fast interaction. This effect was also noticeable in some el-
ements of our test results: in the simplest selection task the
time-dependent scoring technique was often outperformed
by the snappier, time-independent version. As a contrast, the
time-dependent scoring was preferred in selection tasks in
tests where objects were moving and cluttered.

We take advantage of this observation by introducing spe-
cialized, per object, scoring behavior. This allows us to spec-
ify custom scoring response parameters for those objects
which might benefit from this. For example, small and clut-
tered objects can be appointed higher stickiness to ease their
selection and disambiguation. During local and precise inter-
action in this cluttered region the user generally slows down
to select the intended object. However in regular interaction
situations, tracking and hand jitter will make the necessary
disambiguation between the small objects difficult. By in-
creasing the stickiness of the objects, we effectively smooth
their scoring values over time to compensate for this. The
scoring mechanism which controls the snapping behaves as
a low-pass filter. As a result, the bending ray will, albeit with
a certain delay, snap to the highest ranking object and will
remain snapped for certain longer period of time while the
user is trying to hold the selection. The delayed selection
caused by the high stickiness can provide the user sufficient
opportunity to trigger the intended object. To illustrate this,
Figure 11 shows the different accumulated scoring responses
when a conic volume sweeps three adjacent objects at a con-
stant speed. For the higher stickiness setting, the score is
more spread out, and new objects take a long time before
reaching the highest score.

From this observation and current informal experiments,
we believe that, ideally, the filtering properties of the score
accumulation function should match the context of the scene
and the type of objects. We are currently investigating these
filtering properties in more detail and, and we hope to dis-
cover to what extent automated tuning based on scene con-
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Figure 11: Scoring response of three objects in line: The
scoring response parameters influence the selection timing.
The high stickiness setting spreads out the score over time,
providing more time for user interaction.

text can provide improvements in various selection scenar-
ios.

4.5. Scoring redistribution

In most VR application a hierarchy of objects is used to cre-
ate complex objects while maintaining flexibility in scene
management. Often not all parts are useful for selection or
manipulation, but only a specific object is. For selection, the
nested bounding boxes of a tree of objects and sub- or child-
objects might be used, where the parent object’s bounding
box contains all the bounding boxes of its children. In our
original IntenSelect scoring metric we have not taken this
object hierarchy into account, which can make the selection
of sub-objects contained in other bounding boxes rather dif-
ficult. In addition, we want the selection of a parent object to
be able to trigger the selection of a sub object. To facilitate
this we provide scoring redirection. Here, the scoring value
obtained by the parent object(s) in the tree can be redirected
to some or all child objects. Especially in situations where
large objects have only small selectable and manipulable sub
objects, this redirection can be used to trigger the sub objects
on selection of the parent object. A useful example of nested
UI elements on which we applied redistribution, are our win-
dow and widget constructs, shown in Figure 12.

5. Results: Integrating Interaction and Interface

The individual windows, dialogs and control elements are
constructed from regular VR objects that work directly with
our supported interaction mechanism. To improve the selec-
tion and manipulation behavior of our interface elements,
we used the interaction extensions described above. In this
section we describe the most notable integration results we
obtained in several small test applications. We conclude with
a description how the bulk of the material integrated into our
Cloud Explorer application.

Figure 12: Color picking on the PlexiPad: supported selec-
tion of the small controllers, while manipulation is dynami-
cally constrained.

5.1. VR System Characteristics

We will briefly overview the characteristics of our primary
VR system used in this work. For hardware, we make use of
a Infitec-based passive stereo Virtual Workbench setup with
a 180× 110 cm screen size and a resolution of 1400× 860
pixels. For tracking we use a Polhemus FASTRAK electro-
magnetic tracker tracking 4 devices, each tracked interleaved
at 30 Hz. Our system is powered by 2 dual Intel Xeon Linux-
based rendering machines. On the software side of our im-
plementation, we worked with OpenGL Performer and an
in-house VR library. We make use of VRPN for monitoring
our tracked devices, and we have implemented predictive fil-
tering to help compensate for tracking latency.

5.2. Snapping and Constraints

In Figure 12, we illustrate the use of constrained manipu-
lation in the case of the color picker dialog. As described
in section 3.3, the dialog’s two controller elements can be
used to control the selected color value. The entire dialog
and window can be repositioned and resized in 3D space, in
this case on the PlexiPad, while the controllers’ movements
are actively constrained to their respective control regions.
At the left of figure 12, the controller manipulation is limited
to a 1D movement over the lightness bar. At the right of this
figure, the second controller is manipulated and restricted
to the circular hue/saturation 2D region. In both situations,
if the controller movement is restricted by constraint bound-
aries, the ray is deformed to maintain the flexible connection.
Figure 14 shows a user controlling these small dialogs on the
PlexiPad. As the windows are fixed to a particular plane in
space, in this case the PlexiPad, we use similar constraints on
the windows during manipulation. Once the widget is being
manipulated, the flexible deformed ray will again maintain
its connection, also if stylus and PlexiPad are moved.

As discussed, for some interaction we need precise inter-
action on information panels and windows. To illustrate this
we use ray-based snapping mode in the graph panel to extend
the widget based control (see figure 13). Users can directly
select a 2D position in the graph layout, which is used, in
this case, for updating the current time slider.
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Figure 13: Ray-based snapping point on the Graph window
provides precise a 2D interaction point

5.3. Selection and Readability

Due to tracker miscalibration, the passive haptic feedback
provided by the PlexiPad and the Workbench display did
not always work as expected. Although the supported direct
manipulation reduced the severity of this problem, selection
of small cluttered objects remained difficult due to tracker
error. This was doubly the case if objects were placed on
the PlexiPad, thus requiring two tracked devices to work to-
gether. To help solve this problem, we can use a higher stick-
iness setting for small individual widgets, such as the buttons
in the numeric input dialog. Careful parameter selection pro-
vides a subtle smoothing of the jitter for in these scenarios.

IntenSelect permits scaling of widgets down to sizes of
only a few screen pixels. On the Workbench we have scaled
down the elements as far as text legibility allowed. In this
configuration, the text height on the buttons was limited to
10 pixels, which corresponds to about 12mm on our screen,
which is well readable. We must note that these dimensions
are dependent on the screen resolution and viewing distance,
but foremost the font type and anti-aliasing quality. Using
these widget sizes, we experience no difficulty selecting the
interface elements. Manipulation was also intuitive and eas-
ily accomplished, but accurate manipulation at a distance
still relies, to some degree, on the user’s manual dexterity.

5.4. Integration with Cloud Explorer

The use of our new hybrid interface and interaction tech-
nique have made a significant difference in the UI for Cloud
Explorer. Figure 15 shows a comparative illustration be-
tween the old UI and the new UI. While most of the ba-
sic elements from the old UI remain, they are now much
smaller and easier to use. The size is critical because Cloud
Explorer is still in its infancy, and, yet, the interface is al-
ready quite cluttered. With the new UI, irrelevant portions
of the interface may be hidden, and various portions can

Figure 14: Windows on the PlexiPad: Two-handed interface
control (see colorplate)

be moved to accommodate the user’s preferences (e.g. left-
handed users). With the improved interaction, the buttons,
sliders, and clouds are all easier to use. We were surprised at
how easily the sliders on the graph windows, being around
15 × 15 pixels, could be selected and manipulated at dis-
tances of over one meter. Direct interaction with UI elements
is simple and intuitive in spite of a persistent tracker miscal-
ibration. The addition of the numeric input dialog also ad-
dresses a common user complaint for selecting clouds that
have died out and are no longer visible. Furthermore, the
transition between interacting with the UI elements and the
clouds themselves is seamless.

6. Conclusions and Future Work

The use of hybrid interfaces is important in our applica-
tion area: scientific visualization. We have demonstrated two
techniques we developed and integrated to address some of
the limitations of hybrid interfaces.

We implemented a new hybrid interface, which offers
users a less cluttered and more flexible UI. It integrates com-
mand functionality and enriching information in an intuitive
manner through the use of the familiar windows paradigm.
We make use of constructs such as tooltips and dialogs to
maintain a lightweight UI without alienating the novice user.

The new extensions to our IntenSelect method provide the
user with more intuitive and easy to use tools to interact with
the VE. The use of generic scoring metrics and filtering pro-
vided a flexible framework for implementing special interac-
tion behavior. Direct selection and improved object scoring
makes it easier for the user to select objects of interest in
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Figure 15: A comparative illustration between the old Cloud Explorer interface (left) and the new one (right, see colorplate).

various scenarios. New object snapping and object manipu-
lation techniques allow the user to effect meaningful changes
in the virtual environment with less effort.

We have used our Cloud Explorer application as an ex-
ample of the kind of UI that this integration made possible.
The environment is filled with an array of 3D objects and 2D
UI widgets, and the transition between interacting with each
is seamless. The UI affords more room for the 3D clouds,
while also giving the user more flexibility to arrange it to his
or her own taste. Less relevant elements can be positioned at
the edges of the Workbench without presenting any difficul-
ties to the user if he wishes to read or interact with them.

As the need for more abstract and complex interaction and
information panels grows in our exploration applications, we
can extend our interface elements to control its specific inter-
action behavior in more detail. We believe that the integrated
solution of flexible interfaces and interaction support allows
us to stretch the complexity limit of interface scenarios in
VR, without usability issues exploding.

We would like to continue to extend and enhance our hy-
brid interface in two ways. First, we would like to develop
new and easier to use widgets, and offer more intelligent
interface management and placement. The latter is useful
due to the erratic behavior of overlapping 2D elements. Sec-
ondly, we would like to use the interface in various scenar-
ios such as multiple-linked views. Here, the need for a con-
venient method for managing global state variables through
bi-directional interface elements will be necessary.

We continue to extend and develop the (mathematical)
foundations of IntenSelect towards improved scoring behav-
ior in various situations. As described earlier, we hope to dis-
cover to what extent automated tuning based on scene con-
text can provide improvements in various selection scenar-

ios. Furthermore, we plan to extend our scoring and snap-
ping mechanisms to facilitate cooperative interaction for
multiple users and interaction devices.

To strengthen our statements on usability and limitations
of our techniques, we plan to fine-tune parameters and per-
form user tests on a wide variety of VR systems, of which a
Personal Desktop VR system and a large CAVE-like system
are candidates.
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Figure 16: Hybrid Interfaces: The new Cloud Explorer interface consists of multiple organized 3D windows and widgets (left).
The interaction support allows the use of smaller interface elements. The small color picking widgets on the tracked PlexiPad
are still usable despite tracking inaccuracies and hand jitter (right).
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